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1 Introduction

In this article, we consider a pricing model for an incomplete market model under incomplete information. As a typical example of the incomplete market model, we work on the stochastic volatility model. The financial market in this paper consists of a risk-free asset, one risky asset whose volatility drives stochastically over the time horizon, and a derivative written on the risky asset. The incomplete information in our works implies that investors don’t have knowledge for a true value of the drift parameter of the risky-asset, and they only have an information of the distribution for that. Therefore, one can capture the value of the drift parameter only by estimation it. This situation is more close to the practical market than one with precise knowledge of the drift.

Under the incomplete information, there are many works for the decision of the dynamic optimal portfolio strategy based on the utility maximization up to now. ([Detemple, 1986], [Dothan and Feldman 1986], [Detemple and Sheldan 1991], [Gennotte, 1986], [Ishijima, 1999]) The dynamic portfolio optimization problem under the incomplete information requires that dynamic portfolio selection and estimation of the drift have to be done simultaneously. However, Separating Principle allows us to treat optimization and estimation separately. This changes from the optimization problem includes uncertain drift to the problem taken into account the estimation for it. On the other hand, the utility indifference pricing approach has been studied as one of pricing methods in the incomplete market such as the stochastic volatility model (([Grasselli and Hurd, 2005], [Sircar and Zariphopoulou, 2005]), the financial model with constraints ([Hodges and Neuberger, 1989]) and so on. The utility indifference price criterion is defined to determine the price to be equal maximized expected utilities for two different investment opportunities. The one is the problem without any claims, the another one is the problem with some claims. This pricing method is arrowed us to use various market models, although it requires us to solve expected maximization problems. So we apply studies of the portfolio optimization under the incomplete information to the indifference pricing approach, then we derive the price of derivatives under such circumstances.

Its procedure follows: At first, we set a financial market model with stochastic volatility under the incomplete market model. As mentioned above, we assume that the drift parameter of underlying asset of the derivative is not clear (i.e., a random variable), but investors have an information of the distribution of it. Next, we consider expected utility maximization problems for a portfolio consists of both the risk-free asset and such a risky-asset, and the derivative. In this time, we solve it using Separating Principle. The investor, under incomplete information, dynamically determines an optimal portfolio with estimating the drift of the stock price process. The separating principle allows the investor to treat them separately. Furthermore, Theorem 12.7 in Lipster and Shiryaev (2001) gives a dynamics of the estimator of the drift. This is called Bayesian updating formula. These makes the optimization problem with estimation of the drift easy to solve.

We apply Hamilton-Jacobi-Bellman (HJB) equation to solve optimization problems. In our works, partial differential equations obtained by related HJB equations, which are non-linear type. So we cannot explicitly represent solutions of optimization problems. Instead, we give bounds for solutions of these problems as Sircar and Zariphopoulou (2005), then we have a bound of utility indifference price in our financial market model. These bounds take into account the random drift term, that is, they include estimated drift. Furthermore we derive PDEs satisfied by the indifference prices, then we describe the relationship between the buyer’s indifference price and seller’s one by finding super/sub solution of these PDEs.

This paper is organized as follows: In the next section, we introduce a financial market model with stochastic volatility model with the incomplete information. In Section 3, we introduce estimation of random drift and derive the improvement of the estimation for the drift, i.e., Bayesian
updating formula, with a change of measure. In Section 4, we examine expected utility maximization problems, and give solutions for these. In Section 5, we derive bounds of the utility indifference prices by using results of Section 4, and we show that bounds include the estimation of the drift instead of the true drift value. Furthermore, we provide the relationship between the buyer’s indifference price and seller’s one. As end of the paper, we give conclusions in our works.

2 Financial Market

In this section, we set a financial market model. We first define risk-free/risky asset price processes in a stochastic volatility environment, then we introduce an admissible portfolio strategies, and derive it’s related wealth process.

2.1 Traded Assets

Let us consider the following financial market. There exist one risk free asset (typically the bank account) and one risky asset (typically stock). At first, as for the bank account, we assume that one dollar in the bank account at time 0 results in

\[ B(s) = 1 \]

at time \( s \in [0, T] \) where \( T > 0 \) is the time horizon, that is, we assume that the risk free rate is equal to zero for simplicity without loss of generality, which implies that \( dB(s) = 0 \).

Next, we set the stock price process with a stochastic volatility as follows.

\[
dS(s) = S(s)\{\mu ds + \sigma(s,Y(s))dW_1(s)\}, \quad S(t) = S, \quad (2.1)
\]

where \( Y \) is a certain state variable driven by

\[
dY(s) = a(s,Y(s))ds + b(s,Y(s))\{\rho dW_1(s) + \sqrt{1-\rho^2}dW_2(s)\}, \quad Y(t) = Y, \quad (2.2)
\]

for \((0 \leq t \leq s \leq T)\), where \( \mu \) is a random variable on \((\Omega_\mu,F_\mu,\nu)\) with \( E[\mu^4] < \infty \), \( E \) is an expectation under \( P \), \( P \) is defined later. Also, \( \nu \circ \mu^{-1} \) is normally distributed with mean \( m_0 \) and variance \( \Gamma_0 \). And then, \( W = (W_1,W_2)^T \) is two-dimensional standard Brownian motion on a filtered probability space \((\Omega_\mu,F_{\mu,s};s \geq 0),\phi)\), where \( F_{\mu,s} \) is generated by informations of \( W \) up to \( s \). In this time, we can construct an filtered probability space \((\Omega,F_t;\mathcal{F}_t;\mathcal{F}_s; t \geq 0),\mathcal{P})\), where \( \Omega = \Omega_\mu \times \Omega_W \), \( \mathcal{F}_s = F_\mu \otimes F_{W,s} \), \( \mathcal{P} = \nu \otimes \phi \). Furthermore, we assume that investors only have informations obtained from the stock price up to now. That is, the information available for them is described by \( \mathcal{G}_t = \sigma(S(u);0 \leq u \leq t) \), with \( \mathcal{G}_t \subset \mathcal{F}_t \).

We would price a European type claim already mentioned above, and it’s payoff function is supposed to \( g(T) := g(T,S(T),Y(T)) \). In the next section we consider utility maximization problems. In order to ensure the existence of solutions for such problems, we set the following assumption.

Assmption 2.1. The volatility function \( \sigma(\cdot) \) and the diffusion coefficient \( b(\cdot,\cdot) \) are smooth and, bounded above and below away from zero.

- The drift coefficient \( a(\cdot,\cdot) \) in (2.2) is Lipschitz continuous on \([0,T] \times \mathbb{R}\).
- The payoff function \( g(T) \) is a \( \mathcal{G}_T \)-measurable.
2.2 Wealth Process

We denote by $\pi(s)$ the amount of money held in stock at time $s$. So that, if the investor have a wealth $X$ at time $s$, then the amount of money invested in the bank account is $X - \pi(s)$. The negative value of $\pi(\cdot)$ usually means that he/she is short-selling the stock. It is assumed that $\pi(\cdot)$ is an adapted process, i.e., $\pi(s)$ is $\mathcal{G}_s$-measurable for any $s \in [t, T]$. This assumption means that the investor cannot foresee the future, so $\pi(s)$ is determined from the information up to time $s$. We also require another technical conditions. We give them in the following definition.

**Definition 2.1 (Admissible).** We say that the portfolio strategy $\pi(s)$ is admissible, if it is $\mathcal{G}_s$-measurable, and satisfies the integrability condition $E \left[ \int_t^T \sigma^2(s, Y(s))\pi^2(s)ds \right] < +\infty$ and the self-financing condition. $\mathcal{A}$ denotes the set of all admissible policies. We also denote by $X$ the wealth process (or portfolio process) corresponding to an admissible strategy $\pi \in \mathcal{A}$. The self-financing condition is defined by the following equation:

$$dX(s) = \pi(s) \frac{S(s)}{S(s)} dS(s) + \frac{X(s) - \pi(s)}{B(s)} dB(s) = \frac{\pi(s)}{S(s)} dS(s),$$

(2.3)

for $t \leq s \leq T$.

Substituting (2.1) into (2.3), we have the wealth equation

$$dX(s) = \pi(s) \{ \mu ds + \sigma(s, Y(s)) dW_1(s) \}.$$  

(2.4)

3 Incomplete Information and Estimation for Drift

In this section, we consider the estimation of the drift $\mu$. In order to use the indifference price approach, we examine utility maximization problems for two different investment opportunities respectively. The one is the problem without a claim, the another one is the problem with a claim. We suppose that the preference of the market participant is an exponential type, i.e., the utility function is $u(x) = -e^{-\gamma x}$ where $\gamma$ is a risk-aversion parameter. Therefore, the former problem is presented by

$$U(t, X(t), Y(t)) = \max_{\pi(t) \in \mathcal{A}} E_t \left[ -e^{-\gamma X(T)} \right],$$

(3.1)

and the latter one is formulated as

$$V(t, S(t), X(t), Y(t); \eta) = \max_{\pi(t) \in \mathcal{A}} E_t \left[ -e^{-\gamma (X(T) + \eta g(T))} \right],$$

(3.2)

where $\eta = \pm 1$, where $E_t$ denotes the expectation under $P$ conditioned with informations up to $t$, and $\eta(= \pm 1)$ implies the position of the claim, namely $\eta = 1$ is a long position for the claim and $\eta = -1$ is short one.

We adopt **Separating Principle** [7] to solve these optimization problems. The separating principle allows us to estimate the drift $\mu$ and optimize the expected utility separately. Then this method stands in solving the above problems. In particularly, as shown latter, we utilize the continuous Bayesian updating formula of Lipster-Shiryaev [14].

As mentioned above, the investors cannot know a true value of the drift $\mu$. Given an information $\mathcal{G}_t$, the investor estimates $\mu$ as

$$m(t) := E[\mu | \mathcal{G}_t],$$

(3.3)

$$\Gamma(t) := E \left[ (\mu - m(t))^2 | \mathcal{G}_t \right],$$

(3.4)
where $\Gamma(t)$ implies the estimation error. From Theorem 12.7 in [14], using infinitesimal observations $dS(s)$, we can improve the estimation for $\mu$ and its error as

$$
dm(s) := -\frac{\Gamma(s)}{\sigma^2} \left\{ \frac{dS(s)}{S(s)} - m(s)ds \right\},$$  \hspace{1cm} (3.5)$$
and

$$
d\Gamma(s) := -\left( \frac{\Gamma(s)}{\sigma} \right)^2 ds,$$  \hspace{1cm} (3.6)
for $t \leq s \leq T$. Now we set a Doleans-Dade exponential as follows

$$E(\theta, \zeta)(s) = \exp \left( -\frac{1}{2} \int_0^s \{ \theta^2(u) + \zeta^2(u) \} du - \int_0^s \theta(u)dW_1(u) - \int_0^s \zeta(u)dW_2(u) \right),$$  \hspace{1cm} (3.7)
for $t \leq s \leq T$, where $\theta(u) := \frac{\mu - m(u)}{\sigma(u, Y(u))}$ and $\zeta(u) := \frac{\rho \mu}{\sqrt{1 - \rho^2}} \sigma(u, Y(u))$.  

**Definition 3.1.** We assume that (3.7) is a $P$-martingale. Then we define an equivalent martingale measure (EMM) $\tilde{P}$ by

$$\frac{d\tilde{P}}{dP}\big|_{\mathcal{F}_s} = E(\theta, \zeta)(s).$$  \hspace{1cm} (3.8)

From Girsanov theorem,

$$\tilde{W}(s) := \begin{pmatrix} \tilde{W}_1(s) \\ \tilde{W}_2(s) \end{pmatrix} = \begin{pmatrix} \tilde{W}_1(s) + \int_0^s \theta(u)du \\ \tilde{W}_2(s) + \int_0^s \zeta(u)du \end{pmatrix}$$  \hspace{1cm} (3.9)

is a two-dimensional standard Brownian motion under $\tilde{P}$. Therefore, under measure $\tilde{P}$, the stock price process, it’s variance process and the wealth process introduced in the above, are rewritten the form taken into account of Bayes updating. That is

$$\frac{dS(s)}{S(s)} = m(s)ds + \sigma(s, Y(s))d\tilde{W}_1(s),$$  \hspace{1cm} (3.10)

$$dY(s) = \left[ a(s, Y(s)) + \frac{\rho b(s, Y(s))m(s)}{\sigma(s, Y(s))} \right] ds + b(s, Y(s)) \left( \rho d\tilde{W}_1(s) + \sqrt{1 - \rho^2} d\tilde{W}_2(s) \right),$$  \hspace{1cm} (3.11)

$$dX(s) = \pi(s) \left\{ m(s)ds + \sigma(s, Y(s))d\tilde{W}_1(s) \right\}.\hspace{1cm} (3.12)$$

Also, $m$ satisfies

$$dm(s) = \frac{\Gamma(s)}{\sigma(s, Y(s))} d\tilde{W}_1(s).$$

In the rest of the paper, we discuss based on these dynamics. And also, the value function (3.1) and (3.2) are written as

$$U(t, m(t), X(t)) = \sup_{\pi(t) \in \mathcal{A}} \tilde{E}_t \left[ -e^{-\gamma X(T)} \right],$$  \hspace{1cm} (3.13)

$$V(t, m(t), S(t), X(t); \eta) = \sup_{\pi(t) \in \mathcal{A}} \tilde{E}_t \left[ -e^{-\gamma(X(T) + \eta_2(T))} \right],$$  \hspace{1cm} (3.14)

where $\tilde{E}_t$ denotes the expectation under $\tilde{P}$ conditioned with informations up to $t$. 

4
4 Optimization Problems

4.1 Operators

To facilitate the presentation, we define the following operators: for any smooth function $f$, 

$$
\mathcal{A}^{(m,Y)} f := \left( a(t,Y(t)) + \frac{\rho b(t,Y(t))m(t)}{\sigma(t,Y(t))} \right) f_Y
$$

$$
\mathcal{A}^{(m,S,Y)} f := m(t)S(t)f_S + \left( a(t,Y(t)) + \frac{\rho b(t,Y(t))m(t)}{\sigma(t,Y(t))} \right) f_Y
$$

$$
\mathcal{J}^{(m,Y)}(f_X,f_{XX},f_{mX},f_{XY}) := \frac{\Gamma(t)m(t)}{\sigma(t,Y(t))^2} f_{mX} f_X
$$

$$
\mathcal{J}^{(m,S,Y)}(f_X,f_{XX},f_{mX},f_{SX},f_{XY}) := -\frac{1}{2} \left( \frac{\partial^2}{\sigma(t,Y(t))} \right) f_{XX}^2 - \frac{\Gamma(t)m(t)}{\sigma(t,Y(t))^2} f_{mX} f_X
$$

$$
\mathcal{L}^{(m,Y)} f := \mathcal{A}^{(m,Y)} f + \frac{\Gamma(t)m(t)}{\sigma^2(t,Y(T))} f_m - \frac{\rho b(t,Y(t))m(t)}{\sigma(t,Y(t))} f_Y
$$

$$
\mathcal{L}^{(m,S,Y)} f := \mathcal{A}^{(m,S,Y)} f - m(t)S(t)f_S + \frac{\Gamma(t)m(t)}{\sigma^2(t,Y(T))} f_m - \frac{\rho b(t,Y(t))m(t)}{\sigma(t,Y(t))} f_Y
$$
$M^{(m)}(f_m, f_Y, f) := \frac{1}{2} \left( \frac{\Gamma(t)}{\sigma(t,Y(t))} \right)^2 \frac{f_m^2}{f} - \frac{\rho \Gamma(t) b(t, Y(t)) f_m f_Y}{\sigma(t,Y(t))} + \frac{1}{2} \frac{\rho^2 b^2(t, Y(t)) f_Y^2}{f}$

$M^{(m,S,Y)}(f_m, f_S, f_Y, f) := \frac{1}{2} \left( \frac{\Gamma(t)}{\sigma(t,Y(t))} \right)^2 \frac{f_m^2}{f} + \frac{1}{2} \frac{\rho^2 (t, Y(t)) S^2(t) f_S^2}{f} + \frac{1}{2} \frac{\rho^2 b^2(t, Y(t)) f_Y^2}{f}$

- $\Gamma(t) S(t) \frac{f_m f_y}{f} - \frac{\rho \Gamma(t) b(t, Y(t)) f_m f_Y}{\sigma(t,Y(t))} + \rho \sigma(t, Y(t)) b(t, Y(t)) S(t) \frac{f_S f_Y}{f}$.

### 4.2 Optimizations

Recall that, the utility maximization problem without any claims is

$$U(t, m(t), X(t), Y(t)) = \sup_{\pi \in \mathcal{A}} E_t \left[ -e^{-\gamma X(T)} \right].$$

The HJB equation of $U$ is

$$U_t + A^{(m,Y)}(U) + H^{(m,Y)}(U_X, U_{XX}, U_{mX}, U_{XY}) = 0,$$

$$U(T, m(T), X(T), Y(T)) = -e^{-\gamma X(T)}.$$  

The maximum in (4.2) is achieved at

$$\pi^* = -\frac{m(t)}{\sigma^2(t,Y(t))} \frac{U_X}{U_{XX}} + \frac{\Gamma(t)}{\sigma^2(t,Y(t))} \frac{U_{mX}}{U_{XX}} - \frac{\rho b(t, Y(T))}{\sigma(t,Y(t))} \frac{U_{XY}}{U_{XX}}.$$  

Plugging (4.3) into (4.2) gives us the following non-linear partial differential equation (PDE):

$$U_t + A^{(m,Y)}(U) + J^{(m,Y)}(U_X, U_{XX}, U_{mX}, U_{XY}) = 0,$$

$$U(T, m(T), X(T), Y(T)) = -e^{-\gamma X(T)}.$$  

From Section 3 in Pham [16] or Theorem 2.5 in Sircar and Zariphopolou [17], $U$ is given by

$$U(t, m(t), X(t), Y(t)) = -e^{-\gamma X(t)} F(t, m(t), Y(t))$$

where $F \in C^{1,2,2}([0, T] \times \mathbb{R} \times \mathbb{R})$ is the unique bounded solution of the quasi linear partial differential equation

$$F_t + L^{(m,Y)} F = \frac{1}{2} \left( \frac{m(t)}{\sigma(t,Y(t))} \right)^2 + M^{(m,Y)}(F_{mX}, F_{mY}, F),$$

$$F(T, m(T), Y(T)) = 1.$$  

Note that (4.6) is obtained by substituting (4.5) into (4.4), and $F$ is a non-negative because $U$ is an indirect utility function of $u$.

Next we consider the optimization problem with a claim. This problem is formulated as

$$V(t, m(t), S(t), X(t), Y(t); \eta) = \sup_{\pi \in \mathcal{A}} E_t \left[ -e^{-\gamma (X(T) + \eta g(T))} \right],$$

(4.7)
Plugging (4.9) into (4.8) gives us the following PDE:

\[
\begin{align*}
V_t + \mathcal{A}^{(m,S,Y)}(V) + \mathcal{H}^{(m,S,Y)}(V, V_{XX}, V_{mX}, V_{SX}, V_{XY}) &= 0, \\
V(T, m(T), S(T), X(T), Y(T); \eta) &= -e^{-\gamma(X(T)+\eta g(T))}.
\end{align*}
\]

The maximum in (4.8) is achieved at

\[
\pi^* = -\frac{m(t)}{\sigma^2(t, Y(t))} V_X + \frac{\Gamma(t)}{\sigma^2(t, Y(t))} V_{mX} - S \frac{V_{sx}}{V_{XX}} - \rho b(t, Y(T)) \frac{V_{XY}}{V_{XX}}.
\]

Plugging (4.9) into (4.8) gives us the following PDE:

\[
\begin{align*}
V_t + \mathcal{A}^{(m,S,Y)}V + \mathcal{J}^{(m,S,Y)}(V, V_{XX}, V_{mX}, V_{SX}, V_{XY}) &= 0, \\
V(T, m(T), S(T), X(T), Y(T); \eta) &= -e^{-\gamma(X(T)+\eta g(T))}.
\end{align*}
\]

From Pham [16], \( V \) is given by

\[
V(t, m(t), S(t), X(t), Y(t); \eta) = -e^{-\gamma X(t)} G(t, m(t), S(t), Y(t); \eta)
\]

where \( G \in C^{1,2,2}[0, T] \times \mathbb{R} \times \mathbb{R}_+ \times \mathbb{R} \) is the unique bounded solution of the quasi linear partial differential equation

\[
\begin{align*}
G_t + \mathcal{L}^{(m,S,Y)} G &= \frac{1}{2} \left( \frac{m(t)}{\sigma(t, Y(t))} \right)^2 + \mathcal{M}^{(m,S,Y)}(G_m, G_S, G_Y, G), \\
G(T, m(T), S(T), Y(T); \eta) &= e^{-\gamma \eta g(T)}.
\end{align*}
\]

PDE (4.12) is also obtained by substituting (4.11) into (4.10), and \( G \) must be a non-negative if \( V \) maintain a property of the indirect utility function for \( u \).

5 Indifference Prices and Bounds

5.1 Bounds for the Utility Indifference Prices

In this section, we provide utility indifference prices and their bounds. We derive bounds of indifference prices using the method of super/sub solution of non-linear PDE as Sircar and Zariphopoulou [17]. At first we define the utility indifference price.

**Definition 5.1 (Utility Indifference Price).** The buyer’s utility indifference price \( p_b(t) := p_b(t, m(t), S(t), Y(t)) \) at time \( t \) is defined as the solution of

\[ U(t, m(t), X(t), Y(t)) = V(t, m(t), S(t), X(t) - p_b(t), Y(t); 1). \]

While the seller’s utility indifference price \( p_s(t) := p_s(t, m(t), S(t), Y(t)) \) at time \( t \) is defined as the solution of

\[ U(t, m(t), X(t), Y(t)) = V(t, m(t), S(t), X(t) + p_s(t), Y(t); -1). \]
In the previous subsection, we derived solutions for utility maximization problems with or without a claim and corresponding PDEs. By considering super/sub solutions for these PDEs, we introduce bounds of the buyer’s/seller’s indifference price respectively. Before that, we additionally construct an EMM. Define

$$\tilde{E}(\lambda, \theta)(s) = \exp\left(-\frac{1}{2} \int_0^s \lambda^2(u) du - \int_0^s \lambda(u) d\tilde{W}_1(u)\right)$$  \hspace{1cm} (5.1)$$

where \(\lambda(s) := \frac{m(s)}{\sigma(s, Y(s))}\). From Assumption 2.1, this is a \(\tilde{P}\)-martingale.

**Definition 5.2.** We define an equivalent measure \(Q\) according to

$$\frac{dQ}{d\tilde{P}} \bigg|_{G_s} = \tilde{E}(0, \lambda)(s).$$

In this time,

$$M(s) := \left(M_1(s) M_2(s)\right) := \left(\tilde{W}_1(s) + \int_0^s \lambda(u) du\right)$$  \hspace{1cm} (5.2)$$

is a two-dimensional standard Brownian motion under \(Q\). Under this, dynamics become

$$dS(s) = \sigma(s, Y(s))dM_1(s),$$  \hspace{1cm} (5.3)$$

$$dY(s) = a(s, Y(s))ds + b(s, Y(s)) \left(\rho dM_1(s) + \sqrt{1-\rho^2} dM_2(s)\right),$$  \hspace{1cm} (5.4)$$

$$dm(s) = \frac{\Gamma(s)m(s)}{\sigma^2(s, Y(s))} - \frac{\Gamma(s)}{\sigma(s, Y(s))} dM_1(s).$$  \hspace{1cm} (5.5)$$

**Proposition 5.1.** The solution \(F\) of (4.6) has a bound. That is

$$\bar{F}(t, m(t), Y(t)) < F(t, m(t), Y(t)) < \hat{F}(t, m(t), Y(t))$$  \hspace{1cm} (5.6)$$

where \(\bar{F}\) and \(\hat{F}\) are given by

$$\bar{F}(t, m(t), Y(t)) = \mathbb{E}^Q_t \left[\exp\left(-\frac{1}{2} \int_t^T \left(\frac{m(s)}{\sigma(s, Y(s))}\right)^2 ds\right)\right],$$

$$\hat{F}(t, m(t), Y(t)) = \mathbb{E}^Q_t \left[\exp\left(-\frac{1}{2} \int_t^T \left(\frac{m(s)}{\sigma(s, Y(s))}\right)^2 ds\right)\right],$$  \hspace{1cm} (5.7)$$

where \(\mathbb{E}^Q_t\) denotes the expectation under \(Q\) conditioned with informations up to time \(t\).

**Proof.** Let us consider a lower bound. By \(F > 0\) and \(\rho^2 < 1\), it holds that

$$F_t + \mathcal{L}^{(m, Y)} F_t \leq \frac{1}{2} \left(\frac{m(t)}{\sigma(t, Y(t))}\right)^2 F_t + \frac{1}{2} \left(\frac{\Gamma(t)}{\sigma(t, Y(t))}\right)^2 F^m_t \sigma_t + \frac{1}{2} b^2(t, Y(t)) F^Y_t$$

$$- \rho \Gamma(t)b(t, Y(t)) \frac{F^m_t F^Y_t}{\sigma(t, Y(t))}.$$  \hspace{1cm} (5.8)$$
So $F$ is a super solution of $\bar{F}$ which solves to

$$
\bar{F}_t + \mathcal{L}^{(m,Y)} \bar{F} = \frac{1}{2} \left( \frac{m(t)}{\sigma(t,Y(t))} \right)^2 \bar{F} + \frac{1}{2} \left( \frac{\Gamma(t)}{\sigma(t,Y(t))} \right)^2 \frac{\bar{F}^2}{F} + \frac{1}{2} b^2(t,Y(t)) \frac{\bar{F}^2}{F},
$$

(5.9)

and $\bar{F}(T,m(T),Y(T)) = 1$. That is

$$
F(t,m(t),Y(t)) > \bar{F}(t,m(t),Y(t)).
$$

(5.10)

We transform $\bar{F}$ as

$$
\bar{F}(t,m(t),Y(t)) = e^{\phi(t,m(t),Y(t))},
$$

(5.11)

where $\phi^F \in C^{1,2,2}([0,T] \times \mathbb{R} \times \mathbb{R}^+)$ and $\phi^F(T,m(T),Y(T)) = 0$. Then $\phi^F$ solves to

$$
\begin{cases}
\phi^F_t + \mathcal{L}^{(m,Y)} \phi^F = \frac{1}{2} \left( \frac{\Gamma(t)}{\sigma(t,Y(t))} \right)^2 , \\
\phi^F(T,m(T),Y(T)) = 0.
\end{cases}
$$

(5.12)

Therefore, by Feynman-Kac formula and under $Q$, we have

$$
\phi^F(t,m(t),Y(t)) = E^Q_t \left[ -\frac{1}{2} \int_t^T \left( \frac{m(s)}{\sigma(s,Y(s))} \right)^2 ds \right].
$$

(5.13)

The lower bound is obtained from (5.10), (5.11) and (5.13).

We turn to derive an upper bound of $F$. From (4.6) it holds that

$$
F_t + \mathcal{L}^{(m,Y)} F > \frac{1}{2} \left( \frac{\Gamma(t)}{\sigma(t,Y(t))} \right)^2 F.
$$

It is following that $F$ is a sub solution of $\hat{F}$, that is, $F < \hat{F}$. Where $\hat{F}$ is a solution of

$$
\begin{cases}
\hat{F}_t + \mathcal{L}^{(m,Y)} \hat{F} = \frac{1}{2} \left( \frac{\Gamma(t)}{\sigma(t,Y(t))} \right)^2 \hat{F}, \\
\hat{F}(T,m(T),Y(T)) = 1.
\end{cases}
$$

(5.14)

Again, by using Feynman-Kac formula to (5.14), we obtain the upper bound $\hat{F}$ as

$$
\hat{F}(t,m(t),Y(t)) = E^Q_t \left[ \exp \left( -\frac{1}{2} \int_t^T \left( \frac{m(s)}{\sigma(s,Y(s))} \right)^2 ds \right) \right].
$$

On the other hand, the bound of $G$ is given by the following proposition.
Proposition 5.2. The solution $G$ of (4.12) has a bound. That is

$$
\bar{G} (t, m(t), S(t), Y(t); \eta) < G (t, m(t), S(t), Y(t); \eta) < \check{G} (t, m(t), S(t), Y(t); \eta)
$$

(5.15)

where $G$ and $\bar{G}$ are given by

$$
\bar{G} (t, m(t), S(t), Y(t); \eta) = \exp \left( E^Q_t \left[ -\gamma \eta g(T) - \frac{1}{2} \int_t^T \left( \frac{m(s)}{\sigma(s, Y(s))} \right)^2 \, ds \right] \right),
$$

$$
\check{G} (t, m(t), S(t), Y(t); \eta) = E^Q_t \left[ \exp \left( -\gamma \eta g(T) - \frac{1}{2} \int_t^T \left( \frac{m(s)}{\sigma(s, Y(s))} \right)^2 \, ds \right) \right],
$$

(5.16)

where $\eta = \pm 1$.

Proof. Let us consider a lower bound. By $G > 0$ and $\rho^2 < 1$, it holds that

$$
G_t + \mathcal{L}^{(m, Y)} G < \frac{1}{2} \left( \frac{m(t)}{\sigma(t, Y(t))} \right)^2 G + \frac{1}{2} \left( \frac{\Gamma(t)}{\sigma(t, Y(t))} \right)^2 \frac{G_m}{G} + \frac{1}{2} \sigma^2(t, Y(t)) S^2(t) \frac{G^2}{G}
$$

$$
+ \frac{1}{2} b^2(t, Y(t)) \frac{G^2}{G} - \Gamma(t) S(t) \frac{G_m G_S}{G} - \frac{\rho \Gamma(t) b(t, Y(t))}{\sigma(t, Y(t))} \frac{G_m G_Y}{G} - \rho \sigma(t, Y(t)) b(t, Y(t)) S(t) \frac{G S G_Y}{G}.
$$

(5.17)

So $G$ is a super solution of $\bar{G}$ which solves to

$$
\bar{G}_t + \mathcal{L}^{(m, Y)} \bar{G} = \frac{1}{2} \left( \frac{m(t)}{\sigma(t, Y(t))} \right)^2 \bar{G} + \frac{1}{2} \left( \frac{\Gamma(t)}{\sigma(t, Y(t))} \right)^2 \frac{G_m}{G} + \frac{1}{2} \sigma^2(t, Y(t)) S^2(t) \frac{G^2}{G}
$$

$$
+ \frac{1}{2} b^2(t, Y(t)) \frac{G^2}{G} - \Gamma(t) S(t) \frac{G_m G_S}{G} - \frac{\rho \Gamma(t) b(t, Y(t))}{\sigma(t, Y(t))} \frac{G_m G_Y}{G} - \rho \sigma(t, Y(t)) b(t, Y(t)) S(t) \frac{G S G_Y}{G},
$$

(5.18)

and $\bar{G} (T, m(T), S(T), Y(T); \eta) = e^{-\gamma \eta g(T)}$. That is

$$
G (t, m(t), S(t), Y(t); \eta) > \bar{G} (t, m(t), S(t), Y(t); \eta).
$$

(5.19)

We transform $\bar{G}$ as

$$
\check{G} (t, m(t), S(t), Y(t); \eta) = e^{\phi^G (t, m(t), S(t), Y(t); \eta)},
$$

(5.20)

where $\phi^G \in C^{1,2,2} ([0, T] \times \mathbb{R} \times \mathbb{R}_+ \times \mathbb{R}_+)$ and $\phi^G (T, m(T), Y(T); \eta) = -\gamma \eta g(T)$. Then $\phi^G$ solves to

$$
\begin{cases}
\phi_t^G + \mathcal{L}^{(m, Y)} \phi^G = \frac{1}{2} \left( \frac{\Gamma(t)}{\sigma(t, Y(t))} \right)^2, \\
\phi^G (T, m(T), Y(T); \eta) = -\gamma \eta g(T)
\end{cases}
$$

(5.21)

Therefore, by Feynman-Kac formula and under Q, we have

$$
\phi^G (t, m(t), S(t), Y(t); \eta) = E^Q_t \left[ -\gamma \eta g(T) - \frac{1}{2} \int_t^T \left( \frac{m(s)}{\sigma(s, Y(s))} \right)^2 \, ds \right].
$$

(5.22)

The lower bound is obtained from (5.19), (5.20) and (5.22).
We turn to derive an upper bound of $G$. From (4.12) it holds that

$$G_t + L^{(m,S,Y)}G > \frac{1}{2} \left( \frac{\Gamma(t)}{\sigma(t,Y(t))} \right)^2 G.$$  

It is following that $G$ is a sub solution of $\hat{G}$, that is, $G < \hat{G}$. Where $\hat{G}$ is a solution of

$$\begin{cases} 
\hat{G}_t + L^{(m,S,Y)}\hat{G} = \frac{1}{2} \left( \frac{\Gamma(t)}{\sigma(t,Y(t))} \right)^2 \hat{G}, \\
\hat{G}(T,m(T),Y(T)) = 1. 
\end{cases}  \tag{5.23}$$

Again using Feynman-Kac formula to (5.23), we obtain the upper bound $\hat{G}$ as $\hat{G}(t,m(t),S(t),Y(t);\eta) = E_Q^t \left[ \exp \left( -\gamma g(T) - \frac{1}{2} \int_t^T \left( \frac{m(s)}{\sigma(s,Y(s))} \right)^2 ds \right) \right]$.

From the above calculations, we derive bounds for indifference prices. Recall that $p^b(t,m(t),S(t),Y(t))$ and $p^s(t,m(t),S(t),Y(t))$ respectively denote the buyer’s indifference price and the seller’s one at time $t$. By (5.1), (5.6) and (5.15), it holds that

$$\frac{1}{\gamma} \ln \frac{F(t)}{\hat{G}(t;1)} < p^b < \frac{1}{\gamma} \ln \frac{\hat{F}(t)}{\hat{G}(t;1)},$$  

$$\frac{1}{\gamma} \ln \frac{\hat{G}(t;1)}{\hat{F}(t)} < p^s < \frac{1}{\gamma} \ln \frac{\hat{G}(t;-1)}{\hat{F}(t)},  \tag{5.24}$$

where $F(t) \equiv F(t,m(t),Y(t))$ and $G(t;\eta) \equiv G(t,m(t),S(t),Y(t);\eta)$. Substituting (5.7) and (5.16) into both of (5.24), we obtain the following theorem.

**Theorem 5.1.** (i) The buyer’s indifference price of the claim $g(T)$, has a bound as follows.

$$\frac{1}{\gamma} \left( E_t^Q \left[ -\frac{1}{2} \int_t^T \left( \frac{m(s)}{\sigma(s,Y(s))} \right)^2 ds \right] - \ln E_t^Q \left[ \exp \left( -\gamma g(T) - \frac{1}{2} \int_t^T \left( \frac{m(s)}{\sigma(s,Y(s))} \right)^2 ds \right) \right] \right)$$

$$< p^b(t) <$$

$$\frac{1}{\gamma} \left( \ln E_t^Q \left[ \exp \left( -\frac{1}{2} \int_t^T \left( \frac{m(s)}{\sigma(s,Y(s))} \right)^2 ds \right) \right] - E_t^Q \left[ -\gamma g(T) - \frac{1}{2} \int_t^T \left( \frac{m(s)}{\sigma(s,Y(s))} \right)^2 ds \right] \right) \tag{5.25}$$
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(ii) The seller’s indifference price lies in a bound as follows.

\[
\frac{1}{\gamma} \left( E^Q_t \left[ \gamma g(T) - \frac{1}{2} \int_t^T \left( \frac{m(s)}{\sigma(s,Y(s))} \right)^2 ds \right] 
- \ln E^Q_t \left[ \exp \left( -\frac{1}{2} \int_t^T \left( \frac{m(s)}{\sigma(s,Y(s))} \right)^2 ds \right) \right] \right) 
< p^s(t) < 
\frac{1}{\gamma} \left( \ln E^Q_t \left[ \exp \left( \gamma g(T) - \frac{1}{2} \int_t^T \left( \frac{m(s)}{\sigma(s,Y(s))} \right)^2 ds \right) \right] 
- E^Q_t \left[ \frac{1}{2} \int_t^T \left( \frac{m(s)}{\sigma(s,Y(s))} \right)^2 ds \right] \right) 
\tag{5.26}
\]

From Theorem 5.1, under the incomplete information, we observe that bounds of utility indifference prices include estimated drift term. Compared to Theorem 3.1 in [17], it is replaced \(\mu\) with \(m(s) = E_s[\mu]\).

### 5.2 Utility Indifference Pricing Equation

It is not clear the relationship of the buyer’s indifference price and the seller’s one from (5.25) and (5.26) under the assumption that the buyer of the derivative and seller have same preference (i.e., the risk-aversion parameters for the buyer and seller are equal). In this section, we derive PDEs satisfied by the indifference prices\(^1\), then we describe the relationship between the buyer’s indifference price and seller’s one by finding super/sub solution of these PDEs.

**Assumption 5.1.** We assume that \(F_Y/F\) is smooth and bounded, where \(F\) is given by (4.5).

**Proposition 5.3.** (i) The buyer’s indifference price \(p^b\) is a unique and bounded solution of the pricing equation

\[
p^b_t + \mathcal{L}^{(m,S,Y)} p^b + (1 - \rho^2)b^2 \frac{F_Y}{F} p^b_Y = \frac{1}{2} b^2 \gamma (1 - \rho^2)(p^b_Y)^2 \tag{5.27}
\]

with \(p^b(T) = g(T)\).

(ii) The seller’s indifference price \(p^s\) is a unique and bounded solution of the pricing equation

\[
p^s_t + \mathcal{L}^{(m,S,Y)} p^s + (1 - \rho^2)b^2 \frac{F_Y}{F} p^s_Y = -\frac{1}{2} b^2 \gamma (1 - \rho^2)(p^s_Y)^2 \tag{5.28}
\]

with \(p^s(T) = g(T)\).

**Proof.** We only show (i). The second statement is derived by the same way. From Definition 5.1, (4.5) and (4.11), we have

\[
G(t, m, S, y) = e^{-\gamma p^b} F(t, m, y).
\tag{5.29}
\]

Substituting (5.29) into (4.12) together with (4.6), it holds that (5.27). The uniqueness and boundedness follow by proof of Theorem 2.6 in [17].

\(^1\text{Sircar and Zariphopoulou [17] call this PDE the indifference pricing equation.}\)
From Assumption 2.1 and 5.1, \( \kappa(s) := -\sqrt{1 - \rho^2} b(s, Y(s)) \frac{F_Y}{F} \) is smooth and bounded. Thus, it holds that

\[
\mathcal{E}^M(0, \kappa)(s) := \exp \left( -\frac{1}{2} \int_0^s \kappa^2(u) \, du - \int_0^s \kappa(u) \, dM_2(u) \right)
\]

is a \( Q \)-martingale.

**Definition 5.3.** We define an equivalent measure \( \hat{Q} \) according to

\[
\frac{d\hat{Q}}{dQ} \bigg|_{G_s} = \mathcal{E}^M(0, \kappa)(s)
\]

for \( t \leq s \leq T \).

In this time,

\[
\hat{M}(s) := \left( \hat{M}_1(s) \right) := \left( \frac{M_1(s)}{M_2(s) + \int_0^s \kappa(u) \, du} \right)
\]

is a two-dimensional standard Brownian motion under \( \hat{Q} \). Under this measure, the dynamics of \( Y \) become

\[
dY(s) = \left[ a(s, Y(s)) + (1 - \rho^2) b^2(s, Y(s)) \frac{F_Y}{F} \right] \, ds + b(s, Y(s)) \left( \rho \, d\hat{M}_1(s) + \sqrt{1 - \rho^2} \, d\hat{M}_2(s) \right).
\]

**Proposition 5.4.** The buyer’s indifference price and seller’s price have the following relationship:

\( p^b(t) < p^s(t) \)

for \( 0 \leq t < T \).

**Proof.** We observe that

\[
p_t^b + \mathcal{L}^{(m,S,Y)} p_t^b + (1 - \rho^2) b^2 \frac{F_Y}{F} p_t^b = \frac{1}{2} b^2 \gamma (1 - \rho^2)(p_t^b)^2 > 0.
\]

So \( p^b \) is a sub solution of \( q \), i.e., \( p^b(t, m, S, y) < q(t, m, S, y) \) where \( q \) is a solution of

\[
q_t + \mathcal{L}^{(m,S,Y)} q + (1 - \rho^2) b^2 \frac{F_Y}{F} q_Y = 0
\]

with \( q(T) = g(T) \). Under \( \hat{Q} \)-measure, Feynman-Kac formula gives the following representation:

\[
q(t, m, S, y) = \mathcal{E}_{t}^{\hat{Q}}[g(T)].
\]

On the other hand, since it holds that

\[
p_t^s + \mathcal{L}^{(m,S,Y)} p_t^s + (1 - \rho^2) b^2 \frac{F_Y}{F} p_t^s = -\frac{1}{2} b^2 \gamma (1 - \rho^2)(p_t^s)^2 < 0,
\]

hence \( p^s \) is a super solution of \( q \), i.e., \( p^s(t, m, S, y) > q(t, m, S, y) \). Therefore, we have

\[
p^b(t, m, S, y) < \mathcal{E}_{t}^{\hat{Q}}[g(T)] < p^s(t, m, S, y)
\]

as required.

**Remark 5.1.** The result of Proposition 5.4 is not restricted to the incomplete information model. It might hold same relationship for other incomplete market models with respect to appropriate EMMs.
6 Summary

In this paper, we considered the utility indifference pricing for the derivative written on the stock with stochastic volatility under incomplete information, i.e., the drift parameter of the stock is assumed to be a normally distributed random variable. In order to derive the indifference price, we should solve expected utility maximization problems, although Separating principle and Bayesian updating formula make them easy to treat. By using HJB equation for optimization problems, we obtained non-linear PDEs. Since it is so hard to find an explicit solution for such PDEs, we provide bounds of indifference prices by solve super/sub solutions of corresponding PDEs. Furthermore, under the incomplete information, bounds of utility indifference prices include estimated drift term instead the true drift parameter \( \mu \). This is the main result in this paper. Also we found the relationship between the buyer’s indifference price and the seller’s one by the indifference pricing equations.
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