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Homework (Due: June 12, 2012)

1 When X ∼ χ2(n), obtain E(X) and V(X).

Note that the χ2(n) distribution is:
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2 Suppose that X ∼ N(µ, σ2). Define Y = eX. Then, obtain the distribution of Y ,

which is called the log-normal distribution. Moreover, what are E(Y) and V(Y)?

3 Suppose that X ∼ χ2(n) and Y ∼ χ2(m). Let X be independent of Y . Define
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. Then, prove that U ∼ F(n,m).

Note that the F(m, n) distribution is:
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4 X1, X2, · · ·, Xn are assumed to be mutually independently, identically and nor-

mally distributed with mean µ and variance σ2.

(1) Prove that
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