2. If X ~ N(u, Z), then (X — p)’S~1(X — ) ~ x2(k).

Note that  X’X ~ y?(k) when X ~ N(0, I,).

3. X:nx1, Yimx1, X ~ N, =), Y ~ N(uy, Z,)

X is independent of Y, i.e., E((X —u )Y — p‘,)’) = 0 in the case of normal

random variables.

X =) X = p)/n

~ F(n,
V=) S0 = fm
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3 Multiple Regression Model (EEEE T /L)

Up to now, only one independent variable, i.e., x;, is taken into the regression model.

In this section, we extend it to more independent variables, which is called the

multiple regression (E[@])7).
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of the unknown parameters to be estimated, which are represented as:

B
B>

Xi = (Xips Xi2s 05 Xik)s B=

Br

Xx;,; denotes the ith observation of the jth independent variable.
The case of k = 2 and x;; = 1 for all i is exactly equivalent to (1).

Therefore, the matrix form above is a generalization of (1).
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4. If X ~ N(0,0?1,) and A is a symmetric idempotent n X n matrix of rank G,

then X’AX/0? ~ x*(G).

Note that X’AX = (AX)'(AX) and rank(A) = tr(A) because A is idempotent.

5. If X ~ N(0,0°I,), A and B are symmetric idempotent n X n matrices of rank

G and K, and AB = 0, then

X’AX/X’BX _ X'AX/G

———— = ——— ~ F(G,K).
Go?! Ko?  X'BX/K G, K)
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We consider the following regression model:
Vi =Bixiy + Paxio + o+ PiXig + Ui
B
B>

= (Xigs Xigs s X)) | L |+

Br

= xpB + u;,

fori=1,2,---,n,

where x; and 8 denote a 1 X k vector of the independent variables and a k x 1 vector
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Writing all the equations for i = 1,2, -, n, we have:

i =B1x + Baxip o+ X +ur = xiff + oy,

Yo =Pixas + Paxan + o+ PrXog + s = X0 + ua,

Yn = B1Xny + BaXus + 0+ BiXng + Uy = Xof3 + U,
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which is rewritten as:

Vi X Xz X\ (B uy
Y2 X1 Xap o X || B U
Vn Xpi o Xap ot Xk \Pr Uy

X1 uy

X2 U

= ﬁ+
'x/l uﬂ
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In (18), replacing 3 by f3, we have the following equation:
y=XB+e,
where e denotes a n X 1 vector of the residuals.

The ith element of e is given by e;.

The sum of squared residuals is written as follows:

n
S =) el =ce=0-XB-XB =0 -BX) - XP)
i=1
=Yy-yXB-BXy+BXXB=yy-2yXB+BXXB.
In the last equality, note that 3’X’y = y’ X3 because both are scalars.

53

(*) Remark

The second order condition for minimization:
PS (B
Ai(lAB) =2X'X
opop’

is a positive definite matrix.

Set ¢ = Xd.

For any d # 0, we have ¢’c = d’X'Xd > 0.
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Again, the above equation is compactly rewritten as:

y=XB+u, (18)
where y, X and u are denoted by:
Y1 X X2 oot Xk X uy
Y2 X210 X2 ottt Xk X2 uy
y= e X = . . . . = s u=
Yn Xndl o Xn2 ot Xnk Xn Uy

Utilizing the matrix form (18), we derive the ordinary least squares estimator of 3,

denoted by j3.
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To minimize S () with respect to /3, we set the first derivative of S (3) equal to zero,

ie.,

9 @ = -2X'y +2X'XB = 0.
B

Solving the equation above with respect to 3, the ordinary least squares estimator

(OLS, /NEEHEE) of B is given by:

B=XX"XYy. (19)

Thus, the ordinary least squares estimator is derived in the matrix form.
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