11 Consistency and Asymptotic Normality of OLSE 2. Assume the stationarity assumption for X, i.c.,

1 ’
Regression model: ;XX — My,

)= XB +u, ~ (0,071,
Y B+ u u~ 0,070 Then, we have the following result:

Consistency: lX ‘u — 0.
n
1. Let B, = (X’X)"'X"y be the OLS with sample size n. Proof:
Consistency: As n is large, 3, converges to . According to Chebyshev’s inequality, for g(x) > 0,
E(g(X
Ps0) 2 1 < 25,
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where k is a positive constant. Note that from the assumption,
1
v . 1 1
Set g(X) = X'X, and X is replaced by nX u. XX — M,
n
Apply Chebyshev’s inequality.
1 1 1 1 1 Therefore, we have:
E((;X uy X u) = ;E(u XX'u) = ;E(tr(u XX'u) = ;E(tr(XX ') Axr Lxw — 0,
1 a? a2 o 1 " "
= SU(XX'Eu)) = —tr(XX') = S u(X'X) = —t(-X'X). which implies:
1.
Therefore, EX u—0,

2

1 1
1, ,1_, or 1, because (—X'u)’—X'u indicates a quadratic form.
P((=X'uy ~X'u > k) < —TUCXX) — 0x t(M,) = 0 n"
n n n n
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1 1
3. Note that 1 =B+ (=X'X)" ' (=X"u).
n n
-X'X — M,
n Therefore,
results in
] ~
CXX7 — Bi— B+ M x0=p

= Slutsky’s Theorem Thus, OLSE is a consitent estimator.

(*) Slutsky’s Theorem 2(B) — g(6), when 8 — 6.
4. OLS is given by:
Bu=B+X'X)"'Xu
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Asymptotic Normality:

1. Asymptotic Normality of OLSE

Va@B, -B) — N(0.0°M;!') whenn — .

2. Central Limit Theorem: Greenberg and Webster (1983)

Z\, Z,, - -+, Z, are mutually indelendently distributed with mean y and vari-

ance ;.
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4. X is defined as:

1< 1
Y = lim (7 Z sz;x,] = o lim (7X'X) =M,
i=1 n

n—eo | n £ n—oco

where
X1
X2
X= :
Xn
218
- (lx'x)’l(1)('13@”/))()(lx’x)’1
n n n
:az(%x'x)’1 — M
Therefore,

VnB-p) — NO,0° M)
= Asymptotic normality (i) IE#) of OLSE

The distribution of u; is not assumed.
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Then, we have the following result:
1 n
— Z - N(0,%),
7 Zl( © — NO.3)

where

(1<
Zﬂz&[;sz}

i=1

The distribution of Z; is not assumed.

3. Define Z; = x;u;. Then, %; = Var(Z) = ox/x;.
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5. Applying Central Limit Theorem (Greenberg and Webster (1983), we obtain

the following:

1 , I
ﬁ Z)Ciui = WX u— N(O, U'ZMxx)~
i=1

On the other hand, from [i’,, =B+ (X’X)"'X"u, we can rewrite as:

11

i@ -p) = (ix’x)' Wx'u.

Var ((%x'x)"%x'u) - E((%X’X)’I%X’u((%x’x)’] %X’u)/)
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12 Instrumental Variable (Z{EZ %)

12.1 Measurement Error GBI iRE)
Errors in Variables

1. True regression model:

y=XB+u
2. Observed variable:

X=X+V
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V: is called the measurement error GElFEIZE or £BIFAE). 5. Assumptions:

3. For the elements which do not include measurement errors in X, the corre- (a) The measurement error in X is uncorrelated with X in the limit. i.e.,

sponding elements in V are zeros. 1.
plim(=X'V) = 0.
n

4. Regression using observed variable:
Therefore, we obtain the following:

R vD plim(%X’X) = plim(%ff’f() + plim(%V’ V)= $+Q

OLS of Bis:
(b) u is not correlated with V.
B=XX)"Xy=B+XX)"'X'u- VP u is not correlated with X.
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That is, 7. Example: The Case of Two Variables:

1 1. . L :
plim(fV/u) -0, plim(fX’u) -0 The regression model is given by
n n
Ve =+ Bx + uy, X=X+ v
6. OLSE of Bis:
Under the above model,
B=B+X'X)"'X'wu-VB) =B+XX)"X+V)u-Vp). L 1 lz;cl 1 u
% = plim(=X'X) = plim | | i =( . 2),
n 1IN I\ 2
Therefore, we obtain the following: n Z - Z i oo
where u and o2 represent the mean and variance of ;.

1 (0 0 0 0
Q:pl]m(;V V):pllm(o lzv?):(o 0_2).
n i v

plimB=4-(E+Q)"'0Qp
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Therefore, 12.2 Instrumental Variable (IV) Method (2{EZ % or IV %)
A -1
plim(a) _ ((Z) 3 (( 1 H ) . (0 0 )) (0 0 )(‘1) Instrumental Variable (IV)

Bl \g) \u p2+a?/ N0 o2/) \o o2/\B

B (a/) 1 (—p(rfﬁ) 1. Consider the regression model: y = X + u and u ~ N(0, 0°1,,).

- ) ) >

B THON o In the case of E(X"u) # 0, OLSE of 3 is inconsistent.

Now we focus on 3.
2. Proof:
[ is not consistent. because of:

~ 1 1
. p=p+Cxxtlon — pemim,
plimpy=p- 25— P _p n

or+o2  l+o2/o?
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where Then, we obtain the following:

1 1 1 1
lx'x — M., lX’u — M, #0 plim (7Z’y) = plim (7Z’X),B + plim (7Z’u) = plim (7Z'X),B.
n n n n n n
1 Accordingly, we obtain:
3. Find the Z which satisfies -Z'u — M, = 0.
n

-1
. , (1
Multiplying Z’ on both sides of the regression model: y = X + u, p= (phm (ZZ X)) plim (ZZ }) '
Therefore, we consider the following estimator:
Z'y=7'XB+Zu
i . . . B =Z'X)"'Zy,
Dividing n on both sides of the above equation, we take plim on both sides.

which is taken as an estimator of 3.
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: 2 (g5 Ry 5 3 1
= Instrumental Variable Method (1{EZHUZ or IV %) Applying the Central Limit Theorem to (TZ/H), we have the following re-
n

4. Assume the followings: sult:

1
1 1 1 —Z'u — N(0,0>M..).
-ZX — M., -Z7Z— M, -Zu-—0 vn

n n n

Therefore,
5. Distribution of S;y: 1 1
NnB =B = (-2'X) (—=2Z'u) — NO,0* MMM

By =ZX)'Zy=ZX)'ZXB+u) =B+ ZX)'Zu, n \a

= Consistency and Asymptotic Normality
which is rewritten as:

VB - B) = (%Z’X)il( Z’u)

1
v
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