(b) Ordinary Least Squares (OLS) Method

T
S(¢1) = ) | — dryea)’
t=2

IS minimized with respect tg;.

. Vi L oVie 1YT) ST i1
by = Zt_T2Yt21Yt . Zt_Tz)’tzl t gt (1/ )Zt_Tz)’tzl i
D=2 Y1 22 Y (1/T) X2 Via
E(Yi-1€)
— ¢+ =¢
BN

OLSE of¢, is a consistent estimator.
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The following equations are utilized.

E(yi-16) =0
E(y ;) = Var(i1) = ¥(0)

8. Asymptotic distribution of OLSE:

VT (1 - ¢1) — N(O,1-¢2)

Proof:
0_4
Vi, t=1,2,---, T, are distributed with mean zero and variaF:rLeeE—z.
"1
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From the central limit theorem,

(L/T) Il Y16

o4/ (L - ¢/ NT

— N(0, 1)

Rewriting,
4

¢2)

.
ZYt 1& — N(O,
=1

Next,
2

1¢2

)
2V — E6RD) =¥0)=
t=1
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yields:

L/ VNT) Il Y&

\/-T By — =
)= = m s e,

— N(0,1- ¢3)

9. Some formulas:

(a) Central Limit Theorem
Random variablegy, x,, - - -, Xr are mutually independently distributed

with meanu and variancer?.

DefineX = (1/T) 31, %.
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Then,
X“E® _ XK, N1

WE /T

(b) Central Limit Theorem I

Random variablesg;, x,, - -+, Xr are distributed with mean and vari-
ancec?.
Definex = (1/T) 3, X

Then,
*E® _, No1)
V(X ’
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(c) Let xandy be random variables.

y converges in distribution to a distribution, araonverges in proba-

bility to a fixed value.
Then,xy converges in distribution.

For example, consider:
y — N(u, o), X — C.

Then, we obtain:

xy — N(cu, ¢?0?)
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10. AR(1) +drift: Vi = U+ d1Yi1 + &
Mean:

Using the lag operator,
(L = u + &
whereg(L) = 1 - ¢,L.

Multiply ¢(L)~* on both sides. Then, wheg| < 1, we have:

Yo = p(L) i + ¢(L) e
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Taking the expectation on both sides,

E() = ¢(L)u + ¢(L)'E(e)

— 1—1 — M
(1) "u -0
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15 Unit Root (81i74R) and Cointegration (3(#14)

15.1 Unit Root #{I4R) Test (Dickey-Fuller (DF) Test)

1. Why is a unit root problem important?

(a) Economic variables increase over time in general.
One of the assumptions of OLS is stationarityypandx;.

This assumption implies th%{X’X converges to a fixed matrix dsis

large.
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That is, asymptotic normality of OLS estimator does not hold.

(b) In nonstationary time series, the unit root is the most important.
In the case of unit root, OLSE of the first-order autoregressivéficoe
cient is consistent.
OLSE is VT-consistent in the case of stationary AR(1) process, but
OLSE isT-consistent in the case of nonstationay AR(1) process.

(c) A lot of economic variables increase over time.

It is important to check an economic variable is trend stationary (i.e.,

Vi = & + a1t + &) or difference stationary (i.ey; = by + i1 + &).
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Considerk-step ahead prediction for both cases.

(Trend Stationarity) Yirkit = 8o + a1t + K)

(Difference Stationarity) Vit = bok + Wt

2. The Case ofi¢,| < 1:

Vi = P11 + &, & ~ i.i.d. N(0, o?), Yo =0, t=1---.T
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Then, OLSE ofp, is:

.
Z Yi-1Yt



Note as follows: ;
1
T Z Yi-16& — E(i-1&) = 0.
t=1

By the central limit theorem,

ye—EGe) N(O, 1)
V(Ye)
where
1 T
ye = T Z Yi-16&
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E(ve) =0,
1 o 1
V(Ye) = V(? Z Yi-16) = E((? Z Yt—16t)2)

T T

T
1 1
- ; Yi- 1Ys—1€t€s = -ITZE( ytz—letz) = ?0'37(0)-

t= t=1

Therefore,

ye 1
50T o V(0) VT £

Zyt 16 — N(0,2),
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which is rewritten as:

1 T
= 2, Y — NO.oEy(0)
t=1

Using = T Z:yt2 ., — E?,) = y(0), we have the following asymptotic

dlstrlbutlon
l T
ﬁzyt—let )
O'
VT (1 — 1) = . L —>N( 7(O)) N(0,1-¢3).
%
t=1



2

g
Note thaty(0) = —.
1- 92

3. Inthe case op; = 1, as expected, we have:
ﬁ(le -1 — 0.

That is,¢, has the distribution which converges in probabilitysio= 1 (i.e.,

degenerated distribution).

Is this true?

4. The Case of¢, = 1. = Random Walk Process
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Vi = Y1 + & With yp = 0 is written as:
Vi=€&+6&1+6& 2+ 0 e
Therefore, we can obtain:
yi ~ N(O, oft).
The variance of; depends on timeé = Y, is nonstationary.

2 V16
XYy
(a) First, consider the numeratdry;_i .

5. Remember thap, = ¢ +
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We haVeytz = Y1+ &)= yt2_1 + Y16 + Etz-

Therefore, we obtain:

1
Vi-16 = E(Ytz - yt2—1 - ftz)

Taking into accouny, = 0, we have:

T T

Z Vi-16 = y% - = Z

t=1 t=1

Divided byo?T on both sides, we have the following:

1 2 1
O_Z-I—Zytlt ( )— ?le
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Fromy; ~ N(0, o?t), we obtain the following result:

) <o

Moreover, the second term is derived from:

T Zet — E(&d) = o2

Therefore,
T

1 < 1 yr ¥V 11w, 1,
> Ve =3 - == Z(y3(1) - 1).
oZT tzlyt a 2(0'6\/'?) 202T £ T Z(X() :

€ t=1
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(b) Next, considep y?,.

T T
E(ny_l]=2 620 =Y ct-1=c D,

t=1 t=1 t=1

Thus, we obtain the following result:

.
! E[Z ytz_l] — afixed value
t=1

Therefore,

1y o
=3 E y2, — adistribution
t=1
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6. Summarizing the results up to NnoW¢; — ¢1), not VT (¢1 — ¢1), has limiting

distribution in the case af;, = 1.

(L/T) X Ve

— adistribution
TNy,

T(¢1— 1) =

7. Basic Concepts of Random Walk Process:

(@) Model: vy =Vyi1+ &, Yo =0, & ~ N(0O,1).
Then,

Vi=&+ 61+ - + €.
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Therefore,
Vi ~ N(O, t).

= Nonstationary Process (i.e., variance depends onttime

Difference betweey andy; (s> t) is:
Vs— Vit =€+ €1+ -+ + €2 + Eq1-
The distribution ofys — y; is:
Ys— ¥t ~ N(O,s-1).
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(b) Rewrite as follows:
Yi=Y-1t &
=Yratert€er+ - e\
whereeg = e + €1+ -+ + ey
e, &y, -, eng are iid withe  ~ N(0, 1/N).

That is, suppose that there axesubperiods between tinteand time

t+ 1.
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The limit whenN — o is acontinuous time (&#%h+E) process known

asstandard Brownian motion or Wiener process

The value of this process at times denoted byV(r) forO <r < 1.

Definition:
Standard Brownian motiow(r) denotes a continuous-time variable at

timer and a stochastic function.

W(r) for r € [0, 1] satisfies the following:

i. W(0)=0
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li. Foranytime periods @ ry <rp < --- <re <1, W(rp) — W(ry),
W(r3) — W(ry), - - -, W(ry) — W(ry_,) are independently multivariate
normal withW(s) — W(t) ~ N(O, s—t) for s> t.

iii. W(r) is continuous irr with probability 1.

An example:

aW(r) ~ N(O, or),
which denotes the Brownian motion with varianeg
Another example;

W(r)? ~ r x x*(1).
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