15.3 Cointegration ¢£#143)

1. For a scalay;, when (1- L)%, is stationary, we writg;, ~ 1(d).

WhenAy; = y; — ;1 is stationary, we writé\y, ~ [(0) ory; ~ 1(1).

2. Definition of Cointegration:

Suppose that each series ig & 1 vectory; is I (1), i.e., each series has unit
root, and that a linear combination of each series#iyg for a nonzero vector

a) is 1(0), i.e., stationary.

Then, we say that has a cointegration.
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3. Example:

Suppose thay; = (Y11, Y21)' is the following vector autoregressive process:
Yit = ¥Yar + €1,
Yot = Yot-1 + €2t
Then,
Ay1y = yer + €1p — €11-1,  (MA(1) process)
Ayt = €y,
where bothy;; andy,; arel (1) processes.
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The linear combinatiog; ; — yy»; is [ (0).

In this case, we say thgt = (Y11, Y21)’ IS cointegrated witla = (1, —y).

a = (1, —y) is called thecointegrating vector (#1942 b JL), which is
not unique. Therefore, the first elementaak set to be one.

. Suppose thay; ~ 1(1) andx; ~ 1(1).

For the regression modg! = x5 + U, OLS does not work well if we do not

have thes which satisfiesy ~ 1(0).

= Spurious regression & & A7 DEF)
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Y1,
. Suppose thay; ~ 1(1),y; is ag x 1 vector andy; = ( “)_
Yor
Y21 IS ak x 1 vector, wher& = g — 1.

Consider the following regression model:
yl,t:Q’+')/,y2,t+Ut, t:l,2,~-,T.
OLSE is given by:
5 ) (s
y 2 Yot 2 Y2tYa, 2 Y1tYat
Next, consider testing the null hypothesis : Ry = d, whereRis aG x k
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matrix (G < k) andr is aG x 1 vector. G denotes the number of the linear
restrictions.

TheF statistic, denoted b¥, is given by:

-1

1 T 2 Yoi /0
F=Z=(Ry-d)y|s(0 R)( ’ ) ( )) Ry —d),
G( 79 ( Y2t 2 Y2tYay R Rr=d

where ;
2= Y- -y
T-g t=1 ’ ’

When we have theg such thaty;; — yy; is stationary, OLSE of, i.e., v, is

not statistically equal to zero.
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When the sample siZE is large enoughtig is rejected by thé& test.

6. Phillips, P.C.B. (1986) “Understanding Spurious Regressions in Economet
rics,” Journal of Econometrigs/ol.33, pp.95 — 131.

Consider g x 1 vectory; whose first diference is described by:
Ayt = \P(L)Et = Z \PSEt_S,
s=0

for ¢ an i.i.d. g x 1 vector with mean zero , varianceds() = PP, and finite

fourth moments and whege¥s}2 , is absolutely summable.
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Letk=g—1andA = ¥(1)P.

Y1t i X5

Partitiony; asy; = ( ) andAA’ asAA’ = ( ) wherey;; and;;

Yoi 201 X _
are scalarsy,; andX,; arek x 1 vectors, and,; Is ak x k matrix.

Suppose thah A’ is nonsingular,and defingl = £;; — £, 3,7%,;.

Let Ly, denote the Cholesky factor djgg, i.e., Ly, is the lower triangular

matrix satisfyings;; = Lo,L),.

Then, (a) — (c) hold.
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(a) OLSEs ofa andy in the regression modgl; = @ + y'y,; + Ui, denoted

by @+ andyt, are characterized by:
T_l/Z&T 0'1h1
(50 sate) = Lot
Y1 — 5520 o1laohy

(hl):( 1 folwz(r)’dr )1( folwl(r)dr )

)\ PWa(rydr L Wa(Wa(rydr )\ FWa(r)Wa(r)dr

whereW;(r) andW,(r) denote scalar angidimensional standard Brow-

where

nian motions, andlVy(r) is independent oiV,(r).
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(b) The sum of squared residuals, denoted by RSS’/", (7, satisfies

T?RSS — o2H,

where

B 1 , _(( folwl(r)dr )’(hl))‘l
H_fo(wl(r)) o e Wa(rydr ) \hp /)

0
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(c) TheF test satisfies:

T'F — é(alR*hz—d*)'
1 o Wa(rydr

H(0 R
X[(TlH( )( FrWa(rdr [ Wao(r)W(r)dr

x(1R'hy — d),

whereR" = RLy, andd* = d - RZ;1%,;.
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(a) indicates that OLSEk; is not consistent.
1 T
(b) indicates thas’> = —— » 02 diverges.
T-g ; t

(c) indicates thaF diverges.

— Spurious regression & A\ F DE)F)
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7. Resolution for Spurious Regression:
Suppose that;; = @ + ¥’z + U iS @ spurious regression.

(1) Estimatey1; = a@ + y'Yar + @Y1-1 + 0Yor-1 + Ut

Then,yy is VT-consistent, and thitest statistic goes to the standard normal

distribution undeH, : y = 0.

(2) EstimateAy;; = @ + v’ Ay, + U. Then,at and[%T are VT-consistent, and

thet test andF test make sense.

376



(3) Estimatey,r = @ + y'Y21 + U by the Cochrane-Orcutt method, assuming

thatu, is the first-order serially correlated error.

Usually, choose (2).
However, there are two exceptions.
(i) The true value o in (1) above is not one, i.e., less than one.

(i) y.r andy,; are the cointegrated processes.

In these two cases, taking the firstfdrence leads to the misspecified regres-

sion.
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8. Cointegrating Vector:
Suppose that each elementypfs | (1) and tha&'y, is I (0).
ais called acointegrating vector Gt#143~X 2 kJL), which is not unique.

Setz = a'y;, wherez is scalar, ané andy; areg x 1 vectors.
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Forz ~ 1(0) (i.e., stationary)
T T
TN Z2=T1) (@y? — E@).
t=1 t=1
Forz ~ I(1) (i.e., nonstationary, i.ea is not a cointegrating vector),
T 1
T2Y @ — 4 [ (W)t
t=1 0

whereW(r) denotes a standard Brownian motion aidndicates variance of
(1-L)z.

If ais not a cointegrating vectof,* 3., Z diverges.
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= We can obtain a consistent estimate of a cointegrating vector by mini-
mizing 3., Z> with respect ta, where a normalization condition @has to

be imposed.

The estimator of thaincluding the normalization condition is super-consistent

(T-consistent).
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Stock, J.H. (1987) “Asymptotic Properties of Least Squares Estimators o
Cointegrating Vectors EconometricaVol.55, pp.1035 — 1056.

Proposition:

Lety: be a scalary,; be akx 1 vector, andy, y,,)’ be agx 1 vector, where

g=k+1.

Consider the following model:
Yit = @ +Y'Yar + Upy
AYot = Upt
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Uzt
( ) = \P(L)Et

Uo ¢

& is agx 1i.i.d. vector with E&) = 0 and E&¢€/) = PP.

OLSE is given by:

SRl B Sl
y 2Y2t 2 YatYa, 2 Y1tYat .

DefineAy, which is agx 1 vector, and\,, which is ak x g matrix, as follows:

m)p:(f).

2
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Then, we have the following results:

(Tl/Z(& _ a)) . 1 (Az fW(r)dr)/

Ty -v As f W(r)dr Az( f (W(r)) (W(r))’ dr)A

where

-1

()

hy A1'W(1)
(hz) (Az (fW(r) (dw(r))’ )/11 + Z E(Uuy, t+‘r)]

W(r) denotes @-dimensional standard Brownian motion.

1) OLSE of the cointegrating vector is consistent even thamgh serially

correlated.
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2) The consistency of OLSE implies thEt! 3" 02 — o2

3) Becausel ! 3 (vt — ¥4)? goes to infinity, a coicient of determination,

R?, goes to one.
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15.4 Testing Cointegration

15.4.1 Engle-Granger Test

ye ~ 1(1)
Yit =@+ 7YYo + U
e U; ~ 1(0) = Cointegration

e U ~ I(1) = Spurious Regression
Estimatey;; = @ + y'Y»; + U by OLS, and obtain~
EStImatle = pl’:lt,]_ + 51A|:|t,1 + 62A0t,2 + -+ 6p—1A0t—p+1 + & by OLS.

385



ADF Test:
e Hy: p =1 (Sprious Regression)
e H; : p < 1 (Cointegration)

— Engle-Granger Test

For example, see Engle and Granger (1987), Phillips and Ouliaris (1990) and Hans
(1992).
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Asymmptotic Distribution of Residual-Based ADF Test for Cointegration

# of Refressors, | (a) Regressors have no drift | (b) Some regressors have drift
excluding constant 1% 2.5% 5% 10%| 1% 25% 5% 10%
1 -396 -3.64 -337 -307|-396 -367 -341 -3.13
-431 -402 -377 -345|-436 -4.07 -380 -3.52
-473 -437 -411 -383|-465 -439 -416 -384
-507 -471 -445 -416|-504 -477 -449 -4.20

-528 -498 -471 -443| -536 -502 -474 -4.46
J.D. Hamilton (1994)Time Series Analysip.766.

aa b~ W N
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The Other Topics

e Generalized Method of Moments % {LFE %%, GMM)

e System of Equations (Seemingly Unrelated Regression (SUR), Simultaneot
Equation {17 5 #20), and etc.)

e Panel Data{(X+ )L - 7—X)

e Discrete Dependent Variable, and Limited Dependent Variable

e Bayesian Estimation¢ 1 X 5E)

e Semiparametric and Nonparametric Regressions and Tests/( 7 X b 1) v

7, JUNT ANy IHERE - BE)
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Exam — Jan. 29, 2014 (AM8:50-10:20), and # 509

e 60 - 70% from two homeworks (2 DfE D> 5 60 - 70%)

e 30 - 40% of new questions (30 - 4093 L\ [7#)

e Questions are written in English, and answers should be in English or Japanes
(HHREIXOEEE, MR I EEE £ 72 X HARGE

e With no carrying in fF53AA 7% L)
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