Econometrics |
(Tue., 8:50-10:20)
Room # 4 (LR B EIR)

e The prerequisite of this class Basic Statistics §E5tE#) (by Prof. Oya, Tue.,
16:20-17:50, this semester) aBdonometrics (3 ./ X b 1) v 2 X) (undergradu-
ate level, next semestef &t &#EF ) LA #h &, #Fritbth),

e The class ofSpecial Lectures in Economics (Statistical Analysis)& &= 455m
(#x5HF24T)  (by Prof. Oya, Wed., 10:30-12:00, this semester) should be registere
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TA Session (by Mr. Yonekura):

From
Wed.,
Room

Content:

April 21, 2014
16:20 - 17:50
# 605 (ERAF it & 304%)

Basic Statistics, Matrix Algebra, and etc.



Statistics Test §R5TH#& ) on June 22 (Sun.)

e Exams: Level 2 (2%%) — Level 4 (4%%)
Note that Level 4 is Junior high school level,
Level 3 is High school level, and
Level 2 is the 1st or 2nd year statistics in undergraduate school.
See http: //www.toukei-kentei.jp/index.html in more detail.

e Qualification for Exam (2ER&Eg) :

Undergraduate and Graduate Students in Osaka University
e Application Period (Z5XE:AHAE) :  April 14 (Mon.) — May 14 (Wed.)

e Application Fee (Z5&#) : Free



SBRRHNE, SRR 24 T BRIR X 72 SR A A O KA MEHE L R HEE
% 17— 2ITHD S BREMR LM B RIZE T 2 MEHBEERGE] 75X
Lons,

EEERS 0 BUREKRY, KIRKZE, BREMERERRY, HLEREAY (R
KR, ZEKRY, SAKY, BREKY, FEELKE
B AT, EHEERF DS D A D ZERRHE
MatiE 2% 10:30~12:00 5,0004
fREtE 3%  13:30~14:30 4,0004
MatE 4%  10:30~11:30 3,000
AN

e Exam Date G8&H) : June 22 (Sun.)
e Exam Place (ZFf) : ERSGHEFBM AL -#4
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1 Regression Analysis[al)&% 47)

1.1 Setup of the Model

When i, 1), (X2, ¥2), - -+, (X, Yn) are available, suppose that there is a linear rela

tionship betweerny andx, i.e.,

Yi = B+ B2X + Ui, (1)
fori=12,---,n. x; andy; denote theth observations.
— Single (or simple) regression model#EFE T )L)

yi is called thedependent variable (E/E@Z%X) or theexplained variable (¢#&ztEHZ
#0), while x; is known as théndependent variable ¢H3IIZ %) or theexplanatory

(or explaining) variable (5tFAZ%X).



B1 = Intercept (Y1 F), B> = Slope (EZ)
1 andp, are unknowrparameters (X7 X —%, 8% to be estimated.
B1 andg, are called theegression cofficients (2l JZ{%%%).

u; is the unobserveerror term ( 22ZI8) assumed to be a random variable with mear

zero and variance=.

o? is also a parameter to be estimated.

x; is assumed to beonstochastic §E#EZRY), buty; is stochastic fE3H) because
y; depends on the erroy.

The error termsly, Uy, - - -, U, are assumed to be mutually independently and ident

cally distributed, which is calledd. —  discussed later.
It is assumed thag has a distribution with mean zero, i.e.Ug(= 0 is assumed.
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Taking the expectation on both sides of (1), the expectatignisfrepresented as:

E(i) = E(B1 + B2Xi + U) = 1+ 2% + E(U)
= B1 + B2X;,

fori=12,---,n. Using Ef;) we can rewrite (1) ag = E(y;) + u;.
(2) represents the true regression line.
Let3; andj3, be estimates ¢#; andg..
Replacing3; andgs, by 3; andj,, (1) turns out to be:
Yi = B1+BoX + €,

fori=1,2,---,n, whereg is called theresidual ((%Z).

The residuak is taken as the experimental value (or realization), of

)
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We definey; as follows:
% = B+ BaXi, 4)

fori=1,2,---,n, which is interpreted as tharedicted value (F;f{&) of y;.

(4) indicates the estimated regression line, whichfiedent from (2).

Moreover, using; we can rewrite (3) ag = y; + €.

(2) and (4) are displayed in Figure 1.

Consider the case of= 6 for simplicity. x indicates the observed data series.

The true regression line (2) is represented by the solid line, while the estimated

gression line (4) is drawn with the dotted line.
Based on the observed data,andg, are estimated ag; and,.
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Figure 1. True and Estimated Regression Lines[f/FE#R)

Distributions
of the Errors

9 = 1+ BoX
(Estimated
Regression Line)

X

In the next section, we consider how to obtain the estimatgs afidg,, i.e.,3; and

~
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1.2 Ordinary Least Squares Estimation

Suppose thatq, y1), (X2, ¥2), - - -, (X0, Yn) @re available.
For the regression model (1), we consider estimagingnd;3,.
ReplacingB; andg, by their estimateg; andj,, remember that the residualis
given by:
& =Yi— % =Vi—B1—Bax.

The sum of squared residuals is defined as follows:
~ ~ n n ~ ~
S(B1.82) = Z & = Z(yi — B1 - B2Xi).
i=1 i=1

It might be plausible to choose tig andj3, which minimize the sum of squared

residuals, i.e.S(51, 32).
This method is called therdinary least squares estimation &/N =%k, OLS).
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To minimize S(3,, 3,) with respect t¢3; andj,, we set the partial derivatives equal

to zero:
as(ﬂl’BZ)
-2 : — =
9, Z(y —B1— fBax) =
aS(ﬁl,ﬁz)
2 By — Box) =
%, le (Y — B1 — B2%) =

The second order condition for minimization is:
(925(31,32) (325(,@1ﬁ2) n .
( o, oBribo ) _ ( 2n 23X )
PSB1p2)  PSBLB) | n .
613251[7‘12 6ﬁ% ; 2% % 22 %

should be a positive definite matrix.

The diagonal elementsiand 23, x? are positive.
The determinant:

2n 230X

| 2y % 230 %

4nZ X2 — 4(2 X)? = 4n Z(x, —X)?

i=1
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is positive. —  The second-order condition is satisfied.

The first two equations yield the following two equations:

Y = B1 + X,
n

n
XY = nxél +,éz Z X.-Z,
i=1 i=1

wherey = Z y; andX = Z Xi.

Multiplying (5) by nx and subtractlng (6), we can deriggas follows:

B _ Zinzl XY — NXy _ Zinzl(xi -X) (i —-Y)
T Sa(i-®2

From (5),5; is directly obtained as follows:
Br=Y- X
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When the observed values are takenyfoandx; fori = 1,2,---,n, we say thaB;
andp, are called therdinary least squares estimats (or simply theeast squares

estimates, &/N —FH#EE) of B, andp,.

Wheny; fori = 1,2, ---,n are regarded as the random sample, we say3thaind3,
are called theordinary least squares estimatos (or theleast squares estimatos,

R/NZFHEEE) of B, andp..

1.3 Properties of Least Squares Estimator

Equation (7) is rewritten as:

5= SR =9 SRy IR =X)
©T (k- %72 z.” 6 —%2 (% - %2

Z Z|— kX| X)Zyl ZCUM 9)

13



C N 1<
In the third equalityZ(xi —X) = 0 is utilized because 6t = - Z X.
i=1 i=1

X — X
Y% —X)?°

wj IS nonstochastic becaugeis assumed to be nonstochastic.

In the fourth equalityw; is defined asw; =

wi has the following properties:
X — X Y% = %)
Wi = — =0,
Z | Z Ziti (X —X)? Zin=1(xi - X)?

Zina(x —%)?
Zw.x Zw.(m—X) e

n n _ 2 _
2 _ X—-X XN CER 1
. Z(Zinzl(ﬁ —7)2) (-7 Dhei-XF

2 (% — X)z)

The first equality of (11) comes from (10).

i=1 i=1
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From now on, we focus only of,, because usuallg, is more important thag, in
the regression model (1).

In order to obtain the properties of the least squares estimfiatare rewrite (9) as:

ﬁZ_Zwlyl Zwl(ﬁl + B2X + W)

—ﬁlzw,+ﬁ22w,x.+2w,u, ﬁ2+2wu, (13)

In the fourth equality of (13), (10) and (11) are utilized.
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[Review] Random Variables
Let X1, X5, .-+, X, be n random variavles, which are mutually independently anc

identically distributed.

mutually independent = f(x;, X;) = fi(x) f;(x;) fori # |.
f(x, X;) denotes a joint distribution of; andX;.
f(X) indicates a marginal distribution .

identical = fi(X) = fj(x) fori # j.

[End of Review]
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[Review] Mean and Variance
Let X andY be random variables (continuous type), which are independently di

tributed.

Definition and Formulas:

e E(g(X)) = f g(x)f(x)dx for a functiong(-) and a density functior(-).

o V(X)=E(X-p? = f(X—p)zf(X)dX for u = E(X).

e E@@X+b)=aE(X)+b and V@X+ b) = V(aX) = a?V(X) for constanta andb.
e EXXxY)=EMX)+£E(Y) and VX =Y) = V(X) + V(Y).

[End of Review]
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Mean and Variance of,@z: U, Uy, -+, Uy are assumed to be mutually indepen-
dently and identically distributed with mean zero and variam€ebut they are not
necessarily normal.

Remember that we do not need normality assumption to obtain mean and varia
but the normality assumption is required to test a hypothesis.

From (13), the expectation @§ is derived as follows:
R n n n
EG) =E@2+ ) o) =B+ EQ wit) =fo+ Y wEWU) =2 (14)
i=1 i=1 i=1

It is shown from (14) that the ordinary least squares estimg@tds an unbiased
estimator of3,.

From (13), the variance @ is computed as:
V(B2) = V(B2 + Y| with) =V wit) = > V(w) = )" wpV(w)
i=1 i=1 i=1 i=1
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n 2
=0 wi =

i=1 - Zln=1(xi - )_()2

The third equality holds becauseg u,, - - -, U, are mutually independent.

The last equality comes from (12).
Thus, EB,) and V(3,) are given by (14) and (15).
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