4 Properties of OLSE

1. Properties of3 : BLUE (best linear unbiased estimatoy & RGN mi
EE), i.e., minimum variance within the class of linear unbiased estimato

(Gauss-Markov theorem 77 R - <¥JLO 7 DEIE)
Proof:

Consider another linear unbiased estimator, which is denot@d=bgy.

B =Cy=C(Xg+u)=CX3+Cu,
whereC is ak x n matrix.

Taking the expectation @f, we obtain:
E(3) = CXB + CE(U) = CXB
Because we have assumed that Cyis unbiased, B) = 8 holds.
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That is, we need the conditio@X = .

Next, we obtain the variance gf= Cy.
B=C(XB+Uu)=p+Cu
Therefore, we have:
V(B) = E((B - B)(B - B)') = E(CuuC’) = 0*CC
DefiningC = D + (X’X)"1X’, V(B) is rewritten as:
V(B) = 02CC’ = o?(D + (X’X)™IX)(D + (X'X)"XY'.
Moreover, becausgis unbiased, we have the following:

CX=lg=(D+ (XX) X)X = DX + |
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Therefore, we have the following condition:

DX =0.

Accordingly, V() is rewritten as:
V(B) = ?CC’ = (D + (X'X)™IX)(D + (X' X)X’y
= o2 (X'X)! + o?DD’ = V(B) + 0°DD’
Thus, V) — V(B) is a positive definite matrix.
= V(B) - V(B) >0

= A is a minimum variance (i.e., best) linear unbiased estimatgr of
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Note as follows:
= Als positive definite whed’Ad > 0 exceptd = 0.

= Theith diagonal element oA, i.e., a;, is positive (choosd such that the

ith element ofl is one and the other elements are zeros).

[Review] F Distribution:

Suppose thdt) ~ y(n), V ~ xy(m), andU is independent o¥/.
u/n
Then,Wm ~ F(n, m).

[End of Review]
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F Distribution (Ho : 8 =0): Final Resultin this Section:

(B - BYX'X(B - B Ik
2o/ -1 ~ F(k,n—K).

Consider the numerator and the denominator, separately.

1. If u~ N(O,02l,), thens ~ N(B, o2(X’ X)) .

Therefore,(ﬂ_ﬁ),if(ﬁ_’g) ~ XK.

2. Proof:

UsingB — B = (X’X)"1X’u, we obtain:

(B — B) X' X(B — B) = (X'X)™2X"u) X' X(X'X) ™1 X'u

= U XX X)X XX X)X U = u X(X' X)X u
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Note thatX(X’' X)X’ is symmetric and idempotent, i.&A = A,
u X(X'X)"1X"u
02 -

XA (tr(X(X'X)71X))
The degree of freedom is given by:
tr(X(X'X)1X’) = tr((X’X)"2X’'X) = tr(ly) = k

Therefore, we obtain:
~x*(K)

uX(X'X)"1X"u
2

. (*) Formula:
Suppose thaX ~ N(0, Iy).

If Ais symmetric and idempotent, i.&VA = A, thenX’AX ~ y2(tr(A)).

1
Here,X = =u ~ N(0, I,,) fromu ~ N(0O, o?l,)), andA = X(X'X)"1X".
g
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4. Sum of Residuals: eis rewritten as:
e=(In— X(X'X)"1X)u.
Therefore, the sum of residuals is given by:
ge=u(l, - X(X'X)X)u.

Note that 1, — X(X’X)"1X’ is symmetric and idempotent.
We obtain the following result:

Iy = XX X)X
ce_ Ul = X( %) M K2(tr(In = X(XX) X)),
g (o8

where the trace is:

tr(l, — X(X’X)™1X) = n—-k.
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Therefore, we have the following result:

ce_0-ks |2<)sz ~ x*(n-K),

o2
where

1
Sz = me(e

5. We show thaf is independent oé.
Proof:
Becausel ~ N(0, o21,,), we show that Co 3) = 0.
Cov(e.f) = E(e(B ~ B)') = E((In = X(X X)X )u((X'X)*X'u)’)
= E((ln — X(X’X)‘lx’)UL{X(X’X)‘l) = (In = X(X'X) X)) EUU)X (X' X) ™
= (In = X(X'X) XYW I)XXIX) T = 021, — XX X)IX)X (X X) ™2
= 2 (XX X)L = XX X)X XX X)) = 2(X(X' X)L = X(X' X)) = 0.
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B is independent oé, because of normality assumption on

[Review]

e Suppose thaK is independent off. Then, Covk,Y) = 0. However,

Cov(X,Y) = 0 does not mean in general th&ais independent oY.

e In the case wherX andY are normal, CoW, Y) = 0 indicates thak is
independent o¥Y.

[End of Review]
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[Review] Formulas — F Distribution:

U/n
. v/m ~ F(n, m) whenU

simy?(n), V ~ x?(m), andU is independent o¥.

e WhenX ~ N(O,1,), A andB aren x n symmetric idempotent matrices,

) ) B X'AX/G
Rank@) = tr(A) = G, Rank@) = tr(B) = K andAB = 0, theny oo
F(G,K).

Note that the covariance #fX andBX is zero, which implies tha&AX is inde-

pendent oBX under normality oiX.

[End of Review]
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6. Therefore, we obtain the following distribution:

B-BYXXB-B)  UXXX)Xu
— = — ~ X*(K),

e (1, — X(X'X -y

o - XD R -k

Bis independent o, becaus&(X’ X)X’ (I, — X(X'X)"1X’) = 0.

Accordingly, we can derive:

(B = BY X' X(5 -~ B) ko .
o? _ B=pXX(B-p)/k

ge ?
ggm—m

~ F(k,n—K)

Under the null hypothesid, : 8 =0,

Given datafBXTX’B/k

If ﬂXTXB/k is in tha tail of theF distribution, the null hypothesis is rejected.

B’ X' X5 /K
é—§@L~me—m.

is compared with=(k, n — k).
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Codficient of Determination (RE%%4), R?:

S, €

1. Definition of the Coéicient of DeterminationR®: R =1- of————=
Zisa(Yi —Y)

n
2. Numerator: Z e =¢e

i=1

3. Denominator: i(yi -2 =y (- %ii’)’(ln - %ii’)y =y(l,- %ii’)y

i=1

(*) Remark

=
|
<
=
<

y 1., 1.,
=117 —y—ﬁ"y—(ln—ﬁn)y,

B
|
<
=
<I

wherei = (1,1,---,1).
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ge

4. In a matrix form, we can rewrite as: R> = 1 — —
y(ln = 5ii)y

F Distribution and Coefficient of Determination:

=— This will be discussed later.
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