7. Some Formulas:
Let X, andY,, be the random variables which satisfy plip = c and plimY, =
d. Then,
@) plim (X, +Y,) =c+d
(b) plim X,Y, = cd
(c) plim X,/Y, =c/dford # 0

(d) plim g(X,) = g(c) for a functiong(-)
= Slutsky’s Theorem (R /LY ¥ —E1E)
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8. Central Limit Theorem ( H/OVMERR E 1)

Univariate Case: Xi, X, - -, X, are mutually independently and identically

distributed asX; ~ (u, o2).

Then, _ _ _
X - E(X) X

NS o/

— N(O, 1),

which implies

_ 1 <
X—p) = — Xi —u) — N(0,52).
V(X — u) ﬁ;( 1) (0,0?)
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Multivariate Case: Xi, Xy, - - -, X, are mutually independently and identically
distributed as$; ~ (u, X).

Then,
=
Vi
. Central Limit Theorem (Generalization)
X1, Xz, - -+, Xn are mutually independently and identically distributedXas-
(1, Zp).
Then,
»
— ) (Xi—u) — N(O.%),
=
where

(1 &
Z:lm[azzi]'

i=1
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10. Definition: Let#, be a consistent estimator @f

Suppose that/n(é, — 6) converges tdN(0, =) in distribution.

Then, we say thal, has amasymptotic distribution (E4375): N(6, Z/n).
11. X3, X5, - -+, Xy are random variables with density functid(x; 6).

Let én be a maximum likelihood estimator 6f

Then, under someegularity conditions. é, is a consistent estimator 6fand

the asymptotic distribution of/n(6 — 6) is given by:N (0 lim (I(G)) )

12. Regularity Conditions:

(a) The domain ofX; does not depend ah

(b) There exists at least third-order derivativef¢k; ) with respect t@#, and

their derivatives are finite.
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13. Thus, MLE is

() consistent
(if) asymptotically normal and

(iif) asymptotically dficient.
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11 Consistency and Asymptotic Normality of OLSE

Regression model: y= Xg8+u, u~ (0,c2ly).

Consistency:
1. LetB, = (X’X)"1X’y be the OLS with sample size
Consistency: Asiis large 3, converges tg.
2. Assume the stationarity assumption ¥ri.e.,
%X’X — Mgy
Then, we have the following result:

1'X’u — 0.
n
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Proof:

According to Chebyshev’s inequality, fgZ) > 0,

P(o(2) 2 k) < 0

wherek is a positive constant.
1
Setg(Z2) = Z2’Z, andZ = ﬁX’u.

Apply Chebyshev’s inequality.
E((}X’u)’}X’u) = iE(u'XX’u) = 1E(tr(u'XX'u)) = 1E(tr(XX’uur))
n n n2 n2 n2

1 , o? .o o? 1,
= ﬁtr(XX E(uu)) = Z(XX) = Sr(X'X) = —tr(=X'X).

Therefore,

1 ’ /1 ’ 0-2 1 ’
P((ﬁx u) ﬁx u> k) < m(tr(ﬁx X) — 0xtr(My) = 0.
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Note that from the assumption,

1
HX,X — Mxx.

Therefore, we have:
1 1
(=X'u)=X'u— 0,
n n

which implies:

1
—X'u— 0,
n
ulo, :
because%x u) EX u indicates a quadratic form.

1 .

. Notethat —X'X — My, resultsin %X’X)‘1 — M.
n

= Slutsky’s Theorem

(*) Slutsky’s Theorem  g(6) — g(6), whend — 6.
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4. OLS is given by:
P ’ -1 1 ’ -1 l ’
Bn =B+ (X'X) Xu:,8+(ﬁx X) (ﬁx u).
Therefore,
Bn— B+Mix0=2

Thus, OLSE is a consitent estimator.

Asymptotic Normality:

1. Asymptotic Normality of OLSE

VA3, —B) — N(0.02MzY), whenn — oo.
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2. Central Limit Theorem: Greenberg and Webster (1983)

Zy, Zp, - - -, Z, are mutually indelendently distributed with meaand variance

2.
Then, we have the following result:
1 n
T = (Z _/J) — N(O’ 2)’

where
(18
z = lim (ﬁ ; zi].
The distribution ofz; is not assumed.

3. Definez; = Xu;. Then,%; = Var(Z) = X .
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4. Y is defined as:

(1 . (1
Y=Ilim|= Z X x| = 0% lim (—X’X) = %My,
n—-oo | N = n—oo \ N

where
X1
X2
X=1
Xn
5. Applying Central Limit Theorem (Greenberg and Webster (1983), we obta
the following:
1 v 1
— ) Xu = —X'u— N(0,0°Myy).
ﬁ ; XI | w ( o XX)
On the other hand, from, = 8 + (X’X)"1X’u, we can rewrite as:
A 1 -1 1
niB-p)=(=X'X) —=X'u.
B -p) = (X %) =
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1,011, 1,1, /1,011, v
Var((ﬁx X) %Xu):E((HXX) %Xu((ﬁx X) %x u))
- (%X’X)_l(]ﬁ'X’E(UU)X)(%X’X)_l
:az(%X'x)‘l — ML

Therefore,
VR -B) — N(O,0*M
= Asymptotic normality §iix# E#{1:) of OLSE

The distribution ofu; is not assumed.

184



12 Instrumental Variable (2/EZ %)

12.1 Measurement Error (Bl EIRE)

Errors in Variables

1. True regression model:

2. Observed variable:

V: is called themeasurement error (8| EEFRZE or £AIERE).

3. For the elements which do not include measurement errok§ ithe corre-

sponding elements M are zeros.
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4. Regression using observed variable:
y=Xg+(Uu-Vp)
OLS ofBis:

B = XXXy = B+ (XX) X (U~ Vp)

5. Assumptions:
(@) The measurement error Kis uncorrelated witX in the limit. i.e.,
1~
lim(=X'V) = 0.
p |m(n )
Therefore, we obtain the following:
1 1l.,o 1
lim(=X'X) = plim(=X"X Im=V'V)=Z+Q
plm(n ) plm(n )+p|m(n )=+
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(b) uis not correlated withy.
uis not correlated withX.

That is,
N N R
pllm(ﬁV u) =0, pllm(nX u) =0.
6. OLSE ofgis:
B=pB+ XXX (U=-VB) =B+ (X'X)HX + V) (u-VB).
Therefore, we obtain the following:

plimB=8- (= + Q) 0B
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7. Example: The Case of Two Variables:
The regression model is given by:
yt:01+ﬁ)~(t+ut, Xt:)~(t+vt.

Under the above model, L
Cdooy L5 Z %) (1 m
= pllm(ﬁX’X) = plim| 4 2 . L
- Yxos Z popro
whereu ando? represent the mean and varlancex.of
0O O )

Q = pli (1V’V) l (O 0
= plim(= = plim 1 = .
n 0 —Zvlz) (O 0\2,
n

e S

+




Now we focus orp.
B is not consistent. because of:

2
o __ B

o2+02 1+ 02/0?

plim(3) =5 - <p
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