12.2 Instrumental Variable (IV) Method (Z/EZ0% or IV %)

Instrumental Variable (1V)

1. Consider the regression modgl= X3 + u andu ~ N(0, o?l,,).

In the case of EX'u) # 0, OLSE ofg is inconsistent.

2. Proof:

. 1 1
B=B+ (HX’X)‘lﬁX’u — B+ MMy,

X

where

1 1
EXIX i Mxx, EX/U - qu¢0

. . .1
3. Find theZ which satlsfles—nZ’u — My, =0.
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Multiplying Z’ on both sides of the regression modek X8 + u,
Z'y=27'Xp+Z'u

Dividing n on both sides of the above equation, we take plim on both sides.

Then, we obtain the following:
I S R o U ISP
plim (HZ y) = plim (nZ X)ﬁ + plim (nZ u) = plim (nZ X)ﬁ.

Accordingly, we obtain:

T\ &

B = (pllm (EZ X)) plim (HZ y) .

Therefore, we consider the following estimator:

B = (Z'X)ZY,
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which is taken as an estimator @f

= Instrumental Variable Method (I 2/EZHU% or IV %)

4. Assume the followings:
%Z’X — My, %2'2 — My, %Z’u — 0
5. Distribution of By :
Biv = (Z'X)1Z2'y = (ZX)1Z/(XB + u) =B+ (Z'X) 2,

which is rewritten as:

V6w -p) = (;2%) ' (~2)

. - 1._, . )
Applying the Central Limit Theorem %Z u), we have the following result:
1
%Z,u 4 N(O, O'ZMZZ).
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Therefore,

VW6 ~B) = (12%) ' (z20) — NO.o MMM,

= Consistency and Asymptotic Normality

6. The variance oB,y is given by:
V(Bv) = S(Z’X)12’2(X'2)71,

where
2 - (Y — XBiv)'(y — XBiv)
B n—k ’
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12.3 Two-Stage Least Squares Method &g &/ 5%, 2SLS
or TSLS)
1. Regression Model:
y=XB8+uU, u~ N(0,c?),

In the case of EX’u) # 0, OLSE is not consistent.
. . . 1
2. Find the variabl& which satlsflesﬁZ’u — M,, = 0.

3. UseZ = X for the instrumental variable.

X is the predicted value which regres$ésn the other exogenous variables,

sayW.

That is, consider the following regression model:
X=WB+ V.
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EstimateB by OLS.
Then, we obtain the prediction:

X = WB,
whereB = (WW) W' X.
Or, equivalently,

X = WWW)2wW’'X.
X is used for the instrumental variable Xf
. The IV method is rewritten as:
Biv = (X X)Xy = (X' WWW) W X)X WIW'W) 2 Wy.
Furthermorep,y is written as follows:
Biv =B+ (X'WWW)~ W X)X WW W)W u.
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Therefore, we obtain the following expression:

Vit - = (xw) B (o)) () Bwew) (e

—> N(0, (MM M;,) ™).
5. Clearly, there is no correlation betwe#handu at least in the limit, i.e.,
pIim(%W’u) =0.
6. Remark:
X'X = X'WWW) W' X = X'W(W W) 2WWWW) WX = X'X.
Therefore,
Biv = (X'X) Xy = (X' X)Xy,
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which implies the OLS estimator gfin the regression modey:= X3 + u and
u~ N(O, oly).

Example:

Vi=ax +B%+U, W~ (0,09

Suppose that; is correlated withy butz is not correlated withy,.
e 1st Step:

Estimate the following regression model:
X = YWt + 0% + -+ - + Vg,

by OLS. = Obtainx; through OLS.
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e 2nd Step:

Estimate the following regression model:
Yo = a% + Bz + W,
by OLS. = aj, andgj
Note as follows.  Estimate the following regression model:
Z = yoWe + 02Z + -+ - + Va,

by OLS.

= ¥, =0, 5, = 1, and the other cdicient estimates are zeros. i.B.="z.

Eviews Command:

tslsyxz@wz ...
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13 Large Sample Tests

13.1 Wald, LM and LR Tests

Parameted : kx 1, h(9) : G x 1 vector functionG < k
The null hypothesi$ly : h(6) = 0 = G restrictions
6 : kx 1, restricted maximum likelihood estimate

6 kx 1, unrestricted maximum likelihood estimate
1(6) : k x k, information matrix, i.e., 1(6) = —E(w)
: ’ T B 0000

log L(6) : log-likelihood function
_oh() | _ 0logL(®) .
Ry = by, 1 G x Kk, Fo = o0 tkx1

1. Wald Test (7L k#85): W = h@) (Ri(1)*R;) h(d)

an(o)

W(é —0) <« h(d)is linearized around = 6.

(@) h(6) ~ h(o) +
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Under the null hypothesis(d) = 0

oh(6)

- (0-0) =R(6-0)

h(6) ~

(b) 6 is MLE.
From the properties of MLE,
Viid ) — N(o.lim ({2
That is, approximately, we have the following result:
6-0 ~ N(O.(1(6)™).
(c) The distribution oh(d) is approximately given by:

h@ ~ N(O,R/(1(6))'R)
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(d) Therefore, thg?(G) distribution is derived as follows:

h@)(R(1 )Ry "h@ — xG).

Furthermore, from the fact th& — R,andl(§) — 1(f) asn — o

(i.e., convergence in probabilityi# %X %), we can replac® by 6 as

follows:
h@)(Rs(1(B)'R;) @) — x*(G).
2. Lagrange Multiplier Test (545 > ¥ t REME): LM = F(10)*F;
(&) MLE with the constraint(¢) = O:
mgax logL(#), subjectto h(®) =0

The Lagrangian function isL = log L(6) + 2h(6).
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(b) For maximization, we have the following two equations:
oL _dlogL(®) . oh(6) oL
- Y " m

The restricted MLE satisfiesh(d) = 0

= h(9) = 0.

(c) Mean and variance IogeL(e) are given by:

dlogL(0) 82 1og L(0)
; )= e

V( 00 0000’

) =100).

(d) Therefore, using the central limit theorem,

1 8Iog L(@) dlog f(X.,H) .1
7 Z — N, lim (71))
(e) Therefore, '%9 L(9)(| @) 12190 | e

o0’
UnderHp : h(e) = 0, replacing by 8 we have the result:

F(1@)'F; — x*(G).
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3. Likelihood Ratio Test (LELL&RE): LR=-2logl — x?(G)
_L®
L)
(a) By Taylor series expansion evaluatedat 6, logL(6) is given by:

al og L) & logL(b)

(-6 + (9 ~ ) 3060
9*log (9)

0600’

logL(6) = log L(6) +

:IogL(é)+%(9—é)’ O-0)+--

dlogL(h)

50 = 0 becausé® is MLE.

Note that

& logL(d)

~2(logL(¢) - log L(®)) ~ —(¢ - 6) (— > prE )©-6)
16%log L(O)) N

= V- 0y(-; N 0600
— x*(G)
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Note:

(1) 6 — 6,

2) - 14 logL(h) & logL(b)

1 1
n 0000 — ‘M‘O(HE( 8000’ )) - lm(ﬁl(e))'
(3) Vvh(@-6) — N(O, m(%ue))).

(b) UnderHg : h(6) = 0,
—2(logL(8) — logL(8)) — x*(G).
Remember that(d) = 0 is always satisfied.
For proof, see Theil (1971, p.396).

4. All of W, LM andLR are asymptotically distributed 3(G) random variables
under the null hypothesidy : h(#) = 0.
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