Example: AR(2) Model: Consider y; = ¢1Yi_1 + d2Yi2 + €&.

1. The stationarity condition is: two solutions of x from ¢(X) = 1— @1 X—¢,x°> = 0

are outside the unit circle.
2. Rewriting the AR(2) model,
(1-¢1l — g2l Py = &.
Let 1/a; and 1/a; be the solutions of ¢(x) = 0.
Then, the AR(2) model iswritten as:
(1-a1l)1 - aclyt = &,

which is rewritten as:

T (l-al) (@ -agl)

Wt
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_ (/e —a)  —ap/(a1— a))

1oL 1-al |°

3. Mean of AR(2) Moddl:

When y; is stationary, i.e., a; and a, are outside the unit circle,
u=E() =E(@)e) =0
4. Autocovariance Function of AR(2) Modd!:

¥(7) = E((V — 1) (Ye—r — 1)) = E(ViY1r)
= E((‘/’lYt—l + PoVr2 + Et)yt—‘r)
= $1E(Yi-1Yi-r) + $2E(Vi-2Yi—r) + E(&Yi-r)

B Ory(t — 1) + doy(r — 2), fort #0,
P1y(r — 1) + doy(t — 2) + 02, forr =0.
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Theinitial condition is obtained by solving the following three equations:

¥(0) = ¢1¥(2) + $2¥(2) + 02,
¥(2) = ¢1y(0) + ¢2¥(2),
¥(2) = ¢1¥(1) + ¢2¥(0).

Therefore, theinitial conditions are given by:

1-¢ oZ
0) = ,
O (1+¢2) (1 - ¢2)? — ¢?
b1 b1 1-¢» o?
1) = 0) = .
) 1—¢2Y() (1—¢2)(1+¢2) (11— ¢2)? — ¢2

Given y(0) and y(1), we obtain y(r) asfollows:

v(1) = ¢p1y(r — 1) + ¢oy(r — 2), forr=23,---.
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5. Another solution for y(0):

From y(0) = ¢1¥(1) + ¢2y(2) + o2,

0_2

YO = T — 0@

where

p(1) =

$1 3 P+ (L-¢2)¢2
1-d, p(2) = ¢1p(1) + ¢2 = 19,

6. Autocorrelation Function of AR(2) Model:

Given p(1) and p(2),

o(7) = p1o(t = 1) + ¢op(T — 2), forr=3,4,---,
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7. ¢« = Partial Autocorrelation Coefficient of AR(2) Process:

ok,

1 p®) - pk-2) pk—1) ¢“ (1)

Py 1 k=3 pk-2| | _|r@
Drk-1

pk—=1) pk—=2) - p(1) 1 p(®)
drk

fork=1,2,---.
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1 p(1) - plk-2) p(2)
p(2) 1 p(k=13) p(2)

pk=1)pk=2)--- p(1) pK

Pk =
1 p() - plk=2) p(k-1)

p(1) 1 pk=3) p(k-2)

pk=1)pk-2)--- p(1) 1
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Autocovariance Functions:

¥(1) = ¢1¥(0) + ¢2¥(2),
¥(2) = ¢17(1) + ¢2¢(0),
v(1) = ¢ry(t — 1) + ¢doy(r — 2), fort=3,4,---.

Autocorrelation Functions:

B _
P(1) = ¢1 + ¢d2p(1) = T
¢
P(2) = ¢p1p(1) + ¢2 = -6, + 2,

o(1) = p1p(t — 1) + ¢op(r — 2), forr=3,4,---.
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$1
1-¢2
1 p@

brp = LD £(2) _ p(2) - p()?
1 p(l)l‘ 1o "

p() 1
1 p(1) pD)

p() 1 p(2)

bas = P2 p() P
1 p(1) p2

p() 1 p(1)
(2 pld) 1

¢11=p(1) =
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_ 0B - p(1)p(2)) - p(V)*(pB) - p(1)) + p(pD(P(2) - 1) _
(1-p(D)?) - p(1)*(1 - p(2) + p(A(e(1)? - p(2)) '

8. Log-Likelihood Function — Innovation Form:

;
log f(yr,-+-,y1) = log f(y2,y2) + > 10g f (lye-a, -+ 1)
t=3

where

¥(0) (1)

1
2y =5 ly(l) 0

el o) ()

1 2
= &Pl 52 Ve — d1Ye-1 — d2Yi-2)° | -

fWilYi1, -+ Y1) =

Note as follows:

¥(0) v(1) p(1) 1 /(1= ¢2)
= (0 = (0 .
(y(l) y(O)) 7()(;)(1) 1) ’ (¢1/(1—¢2) 1 )
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9. AR(2) +drift: Yi = pu+ ¢1ye1 + Y2 + &
Mean:

Rewriting the AR(2)+drift model,

d(L)yr = u+ &

where ¢(L) = 1 — ¢1L — ¢»L2.

Under the stationarity assumption, we can rewrite the AR(2)+drift model as

follows:
Yo = ¢(L) i+ p(L) e
Therefore,

u

E) = 6() u + $(L) ) = 91 = T
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Example: AR(p) model:  Consider i = ¢1Yi—1 + ¢2Ye2 + -+ + PpYip + &-

1. Variance of AR(p) Process:

Under the stationarity condition (i.e., the p solutions of x from ¢(x) = O are
outside the unit circle),

0_2

LA e ) S

Note that y(7) = p(7)y(0).

Solve the following simultaneous equationsfor r = 0,1, - - -, p:

y(7) = B((V — ) (Yer — 1)) = E(MiY1r)
T -D+ (T -2+ +dpy(r— ), forr # 0,
dry(t =1+ doy(r —2) + -+ + dpy(r — P) + 02, forr = 0.
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2. Estimation of AR(p) Model:

1. OLS
;
min Z Vit — P1Ye1 — PV — -+ — ¢th—p)2
¢1,-+,Pp t=p+l
2. MLE:
max Iogf(yT?ayl)
b1, dp
where
.
log f(yr,-++,y1) =109 f(Vp, > Yo, ¥1) + > 109 F(yilyi 1, -+, y1),
t=p+1
Y1
—p/2pn1-1/2 1 | Y2
f(Yps -5 Y2, Y1) = (20) PV exp _E(yl Y2 oo Yp)V
Yp
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1 () - p(p-2) p(p-1)

1 1 -3 -2
V = 5(0) p(:) | p(p. ) p(p' )
p(p-1) p(p-2) --- p(1) 1
f(Vlye-1, -+, y1) = \/% exp(— 23_2 Vi — P1Ye-1 — PoYr2 — -+ — ¢th—p)2)

3. Yule=Walker (—JV - 7 #—74—) Equation:

Multiply Yi_1, Yi-2, - - -, Yi—p On both sides of y; = ¢1Yi—1 + P22+ -+ +PpYi_p+
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& =\, take expectationsfor each case, and divide by the sample variance ¥(0).

1 pA) - Ap-2) pp-1) Z (1)
() 1 pp-3 -2 BES
) . ) . A. . ¢p_1 A:
p(p-1) p(p-2) -~  p(1) 1 ! o(p)
p

where

=23 i . e =20,
T t=7+1 ! , 5/(0)

3. AR(p) +drift: Vi =pu+d1yra+ @Yo+ -+ dpYp+ &
Mean:

d(L)y = u + &

109



where ¢(L) = 1 — ¢l — L2 — --- — ppLP.
Yo = (L) + ¢(L) e
Taking the expectation on both sides,

E(y) = (L) ' + (L) 'E(&) = ¢(1)'u
_ M
T l-¢i—¢o— - —p

4. Partial Autocorrelation of AR( p) Process:

ok =0fork=p+1,p+2,---
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