Example6: Nested logit model:

m step, choose YES or NO. Each probability is Py and Py = 1 — Py.

(ii) Stop if NO is chosen in the 1st step. Go to the next if YES is chosen in the 1st
step.

(iii) In the 2nd step, choose A or B if YESischosen in the 1st step. Each probability

is PAIY and PBIY-

For simplicity, usually we assume the logistic distribution.
So, we call the nested logit model.

The probability that the ith individual chooses NO is:
B 1
1+ exp(XiB)
The probability that the ith individual chooses YES and A is:

exp(Zia)  exp(Xip)
1+ exp(Zia) 1 + exp(XpB)”

P

PayiPyi = Payi(1—Py;) =
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The probability that the ith individual chooses YES and B is:

1 exp(XiB)
1+ exp(Zia) 1 + exp(XpB)’

PeyiPyi = (1 = Pay;)(1 - Pn;) =

In the 1st step, decideif the ith individual buys acar or not.
In the 2nd step, choose A or B.

X; includes annual income, distance from the nearest station, and so on.

Z; are speed, fuel-efficiency, car company, color, and so on.

Thelikelihood functioniis;

L(a.p) = l_[ P:\}ii (((1 — Pri)Payi)'2((1 - Pr) (1 - PAlY’i))l—|2i)l_|li

i=1

n
i i i \1-14
- | | Plr\}ii(l— PN,i)l_Il' (P'Afl'w(l_ pAM)l_Iz.) L ’
i=1
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where

1
I =

0]

1
I =

0

if theith individual decides not to buy acar in the 1st step,
if theith individual decidesto buy a car in the 1st step,

if theith individual chooses A in the 2nd step,
if theith individual chooses B in the 2nd step,
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Remember that E(y;) = F(X8"), where 8* = g.

Therefore, size of g does not mean anything.
The marginal effect is given by:

OE(Y) ¢/ oy
X f(XB")B".

Thus, the marginal effect depends on the height of the density function f(X;3*).
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2.2 Limited Dependent Variable Model (FIREBZEEHET L)

Truncated Regression Model:  Consider the following model:

yi = X8 + Ui, Ui ~ N(0,0?) wheny; > a, where a is a constant,

fori=1,2,---,n.

Consider thecaseof y; > a(i.e, inthecaseof y; < a, y; isnot observed).

E(ui|XB +u > a) = foo f(u)

U-——+————du.
a-XiB l 1- F(a_ XiIB) I

Suppose that u; ~ N(0, 0?), i.e., Y N(O, 1).

(oa
Using the following standard normal density and distribution functions:

803 = (20 2 exp(— ),
o= [ @0 en-320= [ oo
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f(x) and F(x) are given by:

(0 = (210%) 2 ep(-552) = ~9(2),

F(X) = [X (2no?)~Y? exp(—%‘_zzz)dz = d)(g).

[Review — Mean of Truncated Normal Random Variable:]
Let X be anormal random variable with mean i and variance o™2.
Consider E(X|X > a), where a is known.

The truncated distribution of X given X > ais:

@ty Pep(-on-wf) o)

f(Xx>a) = — = —,
f (2?2 exp(—rf_z(x -~ ,u)z)dx 1- @(%
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f ) X(2no?) 12 exp(—szQ(X — 1)?)dx

E(XIX>a) = ) xf(x|x > a)dx = —
J | (eroty 2 ep(-5 (- )i

cCE) (1= o) oeE
= a_lu = a—lJ +:u’
1-0(—— 1-o(—=£
g (o

which are shown below. The denominator is;

fa (270) 2 exp(—5 5 (x - )X = f?(zn)l/Zexp(—%zZ)dz
& ., 1
:1_L, (2) 2 exp(~52)dz
=1-0(h),

) . X — X — a-—
where x istransformed into z = —ﬂ. X>a = z= H > ’u.
g (o (o8
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The numerator is;

f X210 expl— 5 (1))

_ f:(az + p)(2n) 2 exp(—:—szz)dz

= aﬂ_# 2(27)~Y? exp(—%zz)dz+,u ﬂ_# (2r)~ Y2 exp(—%‘_zzz)dz

= f (20 M2 exp(-t)dt + u(1- cp(a_—”))
i o

&ny2

o

= o(=E) + u(1- 0(ZH),

a-u

) ) 1
where zistransformed into t = EZZ' z>—1 —

(o8

[End of Review]
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Therefore, the conditional expectation of u; given X8 + u; > ais:

W) w0
E(ulXiB +ui > @) = fa_xiﬁ YT Fa-xp™ = fa_xiﬂgl_ o2 Xiﬂ)d”'
(o
_ X
o220
1_q)(a—xi,3)'
ag

Accordingly, the conditional expectation of y; giveny; > aisgiven by:

E(yily > @) = E(iIXiB + u > @) = E(XB + UilXi5 + u; > a)
a-Xp
op(—

)

a_xiﬂ),

= Xiﬁ + E(Ui|Xiﬁ + U > a) = Xi,B +
1-a(

fori=1,2,---,n.
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Estimation:
MLE:

ﬁ flyi —XB)  _
1-F@a-Xg)

is maximized with respect to 8 and o™2.

Some Examples:

1. Buying aCar:

yi = X8 + Uj, where y; denotes expenditure for a car, and x; includes income,

price of the car, etc.
Data on people who bought a car are observed.

People who did not buy a car are ignored.
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2. Working-hours of Wife:
yi represents working-hours of wife, and x; includes the number of children,
age, education, income of husband, etc.

3. Stochastic Frontier Model:

yi = (K, L;) + u, wherey, denotes production, K; is stock, and L; is amount
of labor.

We dways havey; < (K, L), i.e, u <O0.

f(Kj, L) isamaximum value when we input K; and L.



