Censored Regression Model or Tobit Model:

XiB + ui, ify,>a
Yi =
| a, otherwise

The probability whichy; takesa is given by:

P(y; = &) = P(yi < a) = F(a) = f a fFdx,

wheref(-) andF(-) denote the density function and cumulative distribution functior

of yi;, respectively.
Therefore, the likelihood function is:
n
L(B,0?) = n F(a) 078 x f(y;)' =)
i=1

wherel(y; = a) denotes the indicator function which takes one witea a or zero

otherwise.
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Whenu; ~ N(0, 02), the likelihood function is:

.o =[] f(zfr#) Y2 exp(-5 50— X))

x((2r0?) 2 expl 1 - X)) O

which is maximized with respect pando?.
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2.3 Count Data Model §t#7—4 €7 JL)

Poisson distribution:
e X
x

PX=x)=f(X) =

forx=0,1,2,---.

In the case of Poisson random varialflethe expectation oX is:

Remember that, f(X) = 1, i.e.,Y 5 e 2%/X = 1.
Therefore, the probability function of the count dgtas taken as the Poisson distri-

bution with parametex;.

In the case where the explained varialglg¢akes 0, 1, 2;-- (discrete numbers),

assuming that the distribution §f is Poisson, the logarithm of; is specified as a
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linear function, i.e.,
E(i) = 4 = expXiB).

Note thatt; should be positive.
Therefore, it is better to avoid the specificatian= X3.

The joint distribution ofyy, Y5, - - -, yn IS:

n n e‘”i/liy‘
fynyo-y) = [ fon =] ] T mLe)

i=1 i=1 !

whered; = exp(Xi3).

The log-likelihood function is:

logL(B) = —Zn:ﬂi + Zn:yi log i — Zn:Yi!
) im1 i—1
= —Z expeXiB) + ZYiXiﬁ - Zyi!-
i=1 iz1 iz1
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The first-order condition is:

dlogL) &, Y
B _;Xi eXp(Xi,B)"';XiYi =0.

= Nonlinear optimization procedure

[Review] Nonlinear Optimization Procedures

Note that the Newton-Raphson method (one of the nonlinear optimization proc

dures) is:

g _ gy _ (#10gLBD)) ™ alogL(sh)
OBop’ B
which comes from the first-order Taylor series expansion arguag*:
0 dlogL(B) _dlogL(s*) . d%logL(5*)
B B BB

andg andg* are replaced bgt+ andg\, respectively.

B-5),
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An alternative nonlinear optimization procedure is known as the method of scorir

which is shown as:

40D gl _ (E(az log L(ﬁ(”)))_l dlog L(ﬁ“))’

Bop’ B
d?logL(BM)\ . d%logL(BD)
WherE(W) IS replaced by %W)
[End of Review]

In this case, we have the following iterative procedure:

n -1 n n
o _(-$eneonan] [-$oxosnon- $)
i=1 i—1 i—1

The Newton-Raphson method is equivalent to the scoring method in this count mo«

because any random variable is not included in the expectation.
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Zero-Inflated Poisson Count Data Model: In the case of too many zeros, we have
to modify the estimation procedure.
Suppose that the probability gf = j is decomposed of two regimes.

— We have the case ¢f = j and Regime 1, and that gf = j and Regime 2.
ConsiderP(y; = 0) andP(y; = j) separately as follows:

P(y; = 0) = P(y; = O|Regime 1P(Regime 1} P(y; = O|Regime 2P(Regime 2)
P(yi = j) = P(y; = jIRegime 1P(Regime 1} P(y; = j|IRegime 2P(Regime 2)

forj=2,2,---
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Assume:
e P(y; = O[Regime 1)= 1 andP(y; = j|Regime 1=0forj=1,2,- -,

e P(Regime 1)= F; andP(Regime 2= 1 - F;,
e i)
e P(y; = j|IRegime 2)= “forj=0,12,---

yi!

whereF; = F(Za) anda; = expX8). = w; andX; are exogenous variables.
Under the first assumption, we have the following equations:

P(y; = 0) = P(Regime 11+ P(y; = O[Regime 2[P(Regime 2)
P(yi = j) = P(yi = j|Regime 2P(Regime 2)

forj=121,2,---
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Combining the above two equations, we obtain the following:
P(y; = j) = P(Regime 1) + P(y; = j|Regime 2P(Regime 2)

forj=0,1,2,---,

where the indicator functioh is given byl; = 1 fory; = 0 andl; = 0 fory, # 0.
F; denotes a cumulative distribution function£&. =— We have to assunie..

Including the other two assumptions, we obtain the distributioy a$ follows:

—A )i

P(yi:j):l:ili+ y-li(l_Fi)’ j:0’172""
]*

whereF; = F(Za), 4 = exp(X;8), and the indicator functioh is given byl; = 1 for
yi = 0 andl; = 0 fory; # 0.
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Therefore, the log-likelihood function is:
n n e_/li/l-yi
ogle.) =) loaPli = )= )] og i+ 1= ),
1= 1=
whereF; = F(Za) anda; = expXiB).

log L(a, 8) is maximized with respect t@ andg.

— The Newton-Raphson method or the method of scoring is utilized for maximiz

tion.
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3 Panel Data

3.1 GLS — Review

Regression model:

y=XB+U, u~ N(O,Q),

wherey, X,5,u,0andQarenx 1,nxk kx1,nx1,nx1, andnx n, respectively.
We solve the following minimization problem:
min (y = XB)'Q(y - XB)

Let b be a solution of the above minimization problem.

GLS estimator of3 is given by:
b= (XQX)XQly.
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3.2 Panel Model Basic

Model:
Vi = XitB + Vi + Ui, i=12---,n, t=212---,T

wherei indicates individual antidenotes time.

There aren observations for eadh

uy indicates the error term, assuming thatigi(= 0, V(Uy) = o2 and Cov(i, Ujs) = O

fori # jandt #s.

v, denotes the individualfect, which is fixed or random.

66



