3.3 Hausman’s Specification Error §FE{bLi2Z=) Test

Regression model:
y= X8+, y: nx1 X:nxk pB:kx1l u:nxl
Suppose thaX is stochastic.

If E(uX) = 0, OLSER is unbiased because gf= (X’X)"1X’y = 8 + (X’X)"1X’u and
E((X'X)"1X"1) = 0.

However, If E(|X) # 0, OLSER is biased and inconsistent.

Therefore, we need to checkfis correlated withu or not.

= Hausman'’s Specification Error Test
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The null and alternative hypotheses are:
e Hy: Xanduare independent, i.e., Cox(u) = 0,
e H; : Xanduare not independent.
Suppose that we have two estimatggsndz;, which have the following properties:

° [30 is consistent andfgcient undemt,, but is not consistent undeét;,

° ﬁl is consistent under botdy andH4, but is not dicient undeH,.
Under the conditions above, we have the following test statistic:
(Bl _BO)/(V(BI) - V(,éo))_l(ﬁl —ﬁo) — x(K).
Example: Ao is OLS, whileg; is IV such as 2SLS.

Hausman, J.A. (1978) “Specification Tests in EconometriEsgnometricaVol.46,
No.6, pp.1251-1271.
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3.4 Choice of Fixed Hect Model or Random Hfect Model
3.4.1 The Case where&X is Correlated with u — Review

The standard regression model is given by:
y = X8+, u~ N(0, 1))

OLS is:
B = (X'X)X'y = B+ (X'X)Xu.

If X is not correlated withy, i.e., EX’U) = 0, we have the result: B = 5.

However, ifX is correlated withy, i.e., EX'U) # 0, we have the result: BY # .

— Jis biased.
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Assume that in the limit we have the followings:
1 / -1 -1
(HX X) — I\/Ixx’
1 . .
HX’u —> M,y # 0 whenX is correlated withu.
Therefore, even in the limit,
plim B = B+ MyxMyy # B,

which implies thaf3 is not a consistent estimator 6f

Thus, in the case whei¢is correlated withu, OLSES is neither unbiased nor con-

sistent.
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3.4.2 Fixed Hfect Model or Random Hfect Model

Usually, in the randomfect model, we can consider thats correlated withXj.

[Reason:]

v; includes the unobserved variables in theindividual, i.e., ability, intelligence,
and so on.

Xit represents the observed variables inithendividual, i.e., income, assets, and so
on.

The unobserved variablesare related to the observed variablgs

Therefore, we consider thgtis correlated withX;;.

Thus, in the case of the randorfiext model, usually we cannot use OLS or GLS.
In order to use the randontfect model, we need to test whetheiis uncorrelated

with X;.

83



Apply Hausman'’s test.
e Hp: Xi ande; are independent—{ Use the randomfiect model),
e H;: X; ande; are not independent{ Use the fixed fect model),

wheree; = Vi + Uy.

Note that:

e We can use the randonffect model undeHg, but not undeH;.

e \We can use the fixedfect model under bothly andHj.

e The random fect model is morefécient than the fixedféect model undeHo.
Therefore, undeHy we should use the randonffect model, rather than the fixed

effect model.
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4 Generalized Method of Moments (GMM, —#i&1bt&
FIE)

4.1 Method of Moments (MM, &%)

n

— 1
As n — oo, we have the resuliX = - Z Xi — E(X) = u.

i=1
— Law of Large Number (KX#®D;%81)

X1, Xo, - -+, Xp aren realizations ofX.

[Review] Chebyshev’s inequality - = E'Y = 7 DFRZER) is given by:

0'2 0'2
P(X~ul>€) < — of P(X-pl<ez1-—.

whereu = E(X), 02 = V(X) and anye > 0.
Note thatP(IX —u| > €) + P((X —u| <€) = 1.
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0.2

ReplaceX, E(X) and V(X) by X, E(X) = z and V(X) = -

Asn — oo,
2

P(X-ul<e)21-— — L
Ne

Thatis,X — pasn — .

[End of Review]

X is an approximation of B() = .
_ 1S .
Therefore X = - Z X is taken as an estimator of

i=1
= X is MM estimator of EK) = .
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MM is applied to the regression model as follows:
Regression model: y; = x8 + U;, wherex andu; are assumed to be stochastic.

i
N

Familiar Assumption: B(u) = 0, called theorthogonality condition (&3 5&44),

wherex is a 1x k vector andu is a scalar.

We consider thatxy, o, - - -, X,) and @y, Uy, -- -, U,) are realizations generated from

random variableg andu, respectively.
From the law of large number, we have the following:
1% 1v
=D Xu= 2 X0 - xB) — E(Xu) =0,
i=1 i=1
Thus, the MM estimator g8, denoted by, satisfies:
1 n
n Zl: X (Yi — XiBum) = 0.
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ThereforeBuwm is given by:

B = (= %) (5D Xw) = 000Xy,
i=1

i=1

which is equivalent to OLS and MLE.

Note thatX andy are:
X1 Y1
X2 VA
X = y =
Xn Yn
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