@® HoweverByy is inconsistent when K(u) # 0, i.e.,
4 —1v/ ’ RV 1 ’ -1 1 ,
Bum = (X' X)Xy = B+ (X'X) Xu:,B+(HXX) (ﬁXu) L B.
Note as follows:
1X’u = 12 ‘U — E(Xu) #0
n" " n& Xt '
In order to obtain a consistent estimator@fwe find the instrumental variable

which satisfies E{u) = 0.

Let z be theith realization ofz, wherez is a 1x k vector.

Then, we have the following:

}Z’u—}ZH:ZU- — E(Zu) =0
n~n e -

i=1

_ 1y . . 1¢
Theg which satlsfles—n ; zZu; = 0 is denoted by, i.e., - ; Z(yi — xBw) = 0.
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Thus,,y is obtained as:

pv=(3220) >,29)=@X7Zy

i=1
Note thatZ’'X is ak x k square matrix, where we assume that the inverse matrix ¢

Z' X exists.

Assume that ar goes to infinity there exist the following moment matrices:
1¢ 1_,
S DA% = ST My
i=1
1< 1_,
S AE=77 — M
i=1

1< 1
=Y Zu==-Zu— 0
n — n
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As n goes to infinity 8y is rewritten as:
Bv = (ZX)Z'y=(ZX)Z'(XB+u) =B+ (ZX)*Z'u
1 1
=B+ (EZ’X)‘l(ﬁZ’u) — B+ Myx0=5,
Thus,B)y is a consistent estimator Gf

@ We consider the asymptotic distributionfy .

By the central limit theorem,

1
%Z’u —s N(0,0*M,y)

1 1 1 1 1
N h u) = = U) = - / = — ’ — ’ .
ote that V%z U) = “V(Z'u) = “EZ'uuZ) nE(E(z urz|z)) nE(z E(uu(2)z)

1 1
ﬁE(aZZ'Z) = E(O'ZEZ’Z) — E(@*My) = 0*My,.
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We obtain the following asymmptotic distribution:
1
\Vn

Practically, for largen we use the following distribution:

VA ) = (G202 — NO.oMGIMMG
Biv ~ N(B. (Z'X)*Z'2(Z' X)),

wheres’ = %((y - XBiv)'(y — XBiv)-

@® Inthe case wherg is a 1x r vector forr > k, Z’X is ar x k matrix, which is not

a square matrix. = Generalized Method of Moments (GMM, — & {LTER;%)
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4.2 Generalized Method of Moments (GMM,— % b f& &%)

Consider the following regression model:
2’y =7"XB + Z'u,

whereZ,y, X,Banduarenxr,nx 1,nxk, kx 1 andnx 1 matrices or vectors.
Note thatr > k.

y' =2y, X* = Z’Xandu* = Z’'udenoter x 1, r x kandr x 1 matrices or vectors,

wherer > k.

Rewrite as follows:
y' = XB+ U,

= r is taken as sample size.
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Mean and variance af* are given by:
Ew)=0 and V{)=EUu’)=o0°ZZ=0c%Q.
Using GLS, GMM is obtained as:
Bonm = (X7QIX) X"ty = (X’Z(Z’Z)‘lz'X)_1X’Z(Z’Z)‘1Z’y.

Bowmwm IS rewritten as:

Bowm = (XZ(Z'2)"ZX) X2(Z'2)"Zy

(XZ(Z'2)"Z'X) " X2(Z'2)*Z (X8 + )

=B+ (X2(Z'2)'ZX) X2(Z'Z)"Z 0
Assume:
1

1 1
—X'Z M -7'7 M ~Z'u 0.
n — X2> n — 72 n -
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Then,Bsmm IS @ consistent estimator Bf which is shown as follows:
_ 1/ 1/—11/ _11/ 1/—11/
Powm =+ ((EXZ)(Z2)H(CZ'X) (EXD)(Z2)7(Z')
— B+ (MM M) MMz, X 0= 6.
@ We derive the asymptotic distribution 6&w.
From the central limit theorem,
1 Z'u — N(0,02M,))
— Noa .
\/F] z
Accordingly,Bcmwm is distributed as:
1 1 1 -1.1 1 1
-B) = (EX2(ZZ22) =72 X)) (=X2)(=Z2Z2)(—=Z
VilBoun =) = (X DEZ2EZXN) EXDEZD M2

— N(0,F*(MzM;M;)™).

96



Practically, for largen we use the following distribution:
Bawm ~ N(B, S(X'Z(Z'Z)Z'X) ),
1 4
wheres® = Y~ XBemm)' (Y — XBemm)-
@ The above GMM is equivalent to 2SLS.

X:nxk, Z:nxr, r>k
Assume:
1 1
ﬁXu:ﬁiZl:xiui — E(X'u) #0,
1

’ 1 :
“Zu= ﬁ;zui — E(Zu) = 0.

RegressX on Z, i.e., X = ZI' + V by OLS, wherd" is ar x k unknown parameter

matrix andV is an error term,
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Denote the predicted value Bfby X = ZI" = Z(2'2)1Z’X, wherel = (Z’2)"1Z'X.

Note that 2SLS is equivalent to IV in the casedf= X, where thisZ is different
from the aboveZ.

ThisZ is an x k matrix, while the abové& is an x r matrix.
WhenZ is an x k instrumental variable, the IV estimator is given by:
Biv = (Z'X)'Z'y,
Z is replaced byX. Then,
Brsis = (XX Ry = (X222 'ZX) " XZZ2)2'y = foum.

GMM is interpreted as the GLS applied to MM.
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