Computational Procedure
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(1) ComputeS® = Io+ E 1 )(F +F) wherel, = - E h(9; w))h(0; w;_.)".

i=t+1

gis setbya researcher

(2) Use the following iterative procedure:
§0+D) = g0 _ (DO §O-1H0)-1 5O §O-1g@0: ).

(3) Repeat (1) and (2) uné*? is equal tod®.

In (2), remember that whe@ is given we take the following iterative procedure:
gi+1) — g0 _ ([“)(i)/s—lﬁ(i))—l[“)(i),S—lg(é(i); W),

ag(6%; W)

i N0
5 S is replaced bys".

whereD® =
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@ If the assumption fh(6; w)) = 0 is violated, the GMM estimatat is no longer

consistent.
Therefore, we need to check i(lﬂ@; W)) =0.
From Assumption 2, note as follows:
3 = (VRg@ W) §7(Vig@ W) — x*(r - K,
which is called Hansen'3 test.
Because of equations an#t parameters, the degree of freedom is givem byk.

If Jis small enough, we can judge that the specified model is correct.

111



Testing Hypothesis:

Remember that the GMM estimat®has the following asymptotic distribution:
Vi@-6) — N(0,(D'S™D)™).

Consider testing the following null and alternative hypotheses:
e The null hypothesis: Ho: R(A) =0,
e The alternative hypothesisH; : R(6) # 0,
whereR(0) is ap x k vector function forp < k.
p denotes the number of restrictions.
R(6) is linearized as:R(6) = R(d) + Ry( — §), whereR; = IRO) \hich is ap x k

09’
matrix.
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Note thatd is bewteerf andd. If § — 6, thend — 6 andR; — R,.

Under the null hypothesiB(6) = 0, we haveR(f) = R;(6 — 6), which implies that the
distribution ofR(6) is equivalent to that oR;(4 — 6).
The distribution of vnR() is given by:

VAR(@) = VAR{(# ~6) — N(O.R(D'S™'D)'Ry).
Therefore, under the null hypothesis, we have the following distribution:
nRE)(R(D'S™D)'Ry) "REY — x*(p).
Practically, replacing by 6 in R, D andS, we use the following test statistic:
nRE)(Ry(D'SD)'R) "REY — 1P
= Wald type test
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Examples ofh(6; w):

1. OLS:
Regression Model: y; = xg+¢6, E(Xeg)=0
h(6; w;) is taken as:
h(6; wi) = X (i — X8).
2. IV (Instrumental Variable, &{EZEHUE):
Regression Model: y, = x8+¢6, E(Xeg)#0, E@Zeg)=0
h(9; w;) is taken as:
h(6; wi) = Z(yi — XB).

wherez is a vector of instrumental variables.
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Whenz is a 1x k vector, the GMM ofg is equivalent to the instrumental

variable (IV) estimator.

Whenz is a 1xr vector forr > k, the GMM ofg is equivalent to the two-stage

least squares (2SLS) estimator.

. NLS (Nonlinear Least Squares JEfg o & /N ZF&K):
Regression Model: f(y, x,8) =&, EXe)#0, E@Zeg)=0
h(9; w)) is taken as:

h(6; W) = Z f(yi, %, B)

wherez is a vector of instrumental variables.
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