Substitute a; = 0, i; = 0, b; = w; and o7 = 0.

Then, using the moment-generating function, )\, w;u; is distributed as:

an wiu; ~ N(O, o i a),-z).
i=1 i=1

Therefore, ,32 is distributed as:
n n
Br=pB2+ Zwiui ~ N(B, o Z w?),
i=1 i=1

or equivalently,

Bo=Br B2 =B ~ N, 1),

O 4 [27:1 a)l_z o/ VZ?:l(xi - X)?

for any n.
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[Review 1] ¢ Distribution:
Z~N(@O,1),V~ )(z(k), and Z is independent of V.  Then,
[End of Review 1]

Z
~ 1(k).
N 1(k)

[Review 2] ¢ Distribution:
Suppose that X;, X;. - - -, X, are mutually independently, identically and normally dis-

tributed with mean y and variance o,

— X —
X ~ N(u, o2/n), ie., —HE < N, 1).

o/ n
Define §? = —— Z(X X)?, which is an unbiased estimator of o2

_1)S>2
It is known that ; ~ X 2(n—1) and X is independesnt of S2. (The proof is
o2

skipped.)
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X-u

Then, we obtain a/n S ~t(n—1).
(n—1)s? S/vn
VoD
As a result, replacing o by S?, “H -1
placing y S/ vn ( )

[End of Review 2]
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Back to OLS:

Replacing o2 by its estimator s> defined in (17), it is known that we have:
B2 - B
s/ N iz (xi = %)?

where #(n — 2) denotes ¢ distribution with n — 2 degrees of freedom.

~ t(n - 2),

Thus, under normality assumption on the error term u;, the #(n — 2) distribution is

used for the confidence interval and the testing hypothesis in small sample.

Or, taking the square on both sides,
( B =B
s/ N iz (xi = %)?

which will be proved later.

) ~ Fl,n-2),

Before going to multiple regression model (Z[0])7E 7 /L),
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2 Some Formulas of Matrix Algebra

ay dap - Al
az; dyp - Ay

1. LetA = . . X = [Cl,'j],
ap dp - A

which is a [ X k matrix, where a;; denotes ith row and jth column of A.

The transposed matrix (25 E1T75!) of A, denoted by A’, is defined as:

ayp dz - ap
, ap dxyp - ap
A=, . . ) :[aji],
aix Az -0 Ak

where the ith row of A’ is the ith column of A.
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. (Ax) = XA,

where A and x are a [ X k matrix and a k X 1 vector, respectively.

. d =a,

where a denotes a scalar.

oa’' x
=aqa
Ox ’

where a and x are k X 1 vectors.

0x'Ax
" Ox

where A and x are a k X k matrix and a k X 1 vector, respectively.

=(A+A)x,

Especially, when A is symmetric,
0x'Ax

= 2Ax.
ox o
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6. Let A and B be k x k matrices, and I; be a k x k identity matrix (B/717%1)

(one in the diagonal elements and zero in the other elements).

When AB = I, B is called the inverse matrix (3#1T%!) of A, denoted by
B=A"

That is, AA™' = A™'A = I,.

7. Let A be a k X k matrix and x be a k X 1 vector.

If A is a positive definite matrix (IE{EZEfF=1T51), for any x except for x = 0
we have:

X' Ax > 0.

If A is a positive semidefinite matrix (FE&{EEfFS1751), for any x except
for x = 0 we have:

X'Ax > 0.
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= /=

If A is a negative definite matrix (B{&ERfFS175!), for any x except for x = 0
we have:

xX'Ax < 0.

If A is a negative semidefinite matrix (FEIE{EERFS1751), for any x except
for x = 0 we have:

XAx <0.

Trace, Rank and etc.: A kxk, B:nxk, C:kxn.

k
I. The trace (b L'—2) of Ais: tr(4) = ) a;;, where A = [a;;]

i=1
2. Therank (> 7, F&E#) of A is the maximum number of linearly independent

column (or row) vectors of A, which is denoted by rank(A).
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3. If A is an idempotent matrix (X ZF1T51), A = A% .

N

. If A is an idempotent and symmetric matrix, A = A> = A’A .

9,1

. A is idempotent if and only if the eigen values of A consist of 1 and 0.

6. If A is idempotent, rank(A) =tr(A) .

~

. tr(BC) =tr(CB)

Distributions in Matrix Form:
1. Let X, uand X be k x 1, k X 1 and k X k matrices.

When X ~ N(u, X), the density function of X is given by:

1
f@ = exp(—5 (= /=7 (x - ).

(27T)k/2|2|1/2
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E(X) = pand V(X) = B((X - )(X - p)) =X
The moment-generating function: ¢(0) = E(exp(G’X)) =exp(@'u + %0’29)

(*) In the univariate case, when X ~ N(u, 0%), the density function of X is:

10 = G 0l )

. If X ~ N(u,X), then (X — u)Z (X — p) ~ x*(k).

Note that  X’X ~ y?(k) when X ~ N(0, I).

CXonx1,  Yimxl, X ~N@nZ), Y ~N,5,)

X is independent of Y, i.e., E((X - u )Y — ,uy)’) = 0 in the case of normal

random variables.

(X — 1 )Z (X — )/
¥ — V%Y — ) /m

~ F(n,m)
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4. If X ~ N(0,0*1,) and A is a symmetric idempotent n X n matrix of rank G, then

X'AX/? ~ ¥2(G).

Note that X’AX = (AX)'(AX) and rank(A) = tr(A) because A is idempotent.

5. If X ~ N(0,01,), A and B are symmetric idempotent n X n matrices of rank G

and K, and AB = 0, then

X’AX/X’BX _ X'AX/G

- ~ F(G, K).
Go?! Ko? X'BX/K ( )
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3 Multiple Regression Model (E[E])Z €7 /V)

Up to now, only one independent variable, i.e., x;, is taken into the regression model.
We extend it to more independent variables, which is called the multiple regression
model (EEJFETIV).

We consider the following regression model:

B
B2
Vi =Bixi1 +Boxip o+ BrXig +up = (X, Xigs L, X)) | L | ui = xiB+w,
B
fori =1,2,---,n, where x; and 8 denote a 1 X k vector of the independent variables
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and a k x 1 vector of the unknown parameters to be estimated, which are given by:
Bi
B>

Xi = (-xi,l » -xi,z’ Y xi,k)a ﬁ =

Br

x; j denotes the ith observation of the jth independent variable.
The case of k = 2 and x;; = 1 for all i is exactly equivalent to (1).
Therefore, the matrix form above is a generalization of (1).
Writing all the equations fori = 1,2, ---, n, we have:

Vi =B1x01 +Baxip o+ X +ur = 1B+ uy,

Y2 =Bixoi +Paxop + -+ BrXog + ur = Xoff + U,

Yn :ﬁlxn,l +ﬁ2xn,2 + e +ﬁkxn,k +u, = xnﬁ + Uy,
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which is rewritten as:
Y1
»

Yn

Again, the above equation is compactly rewritten as:

X1,1

X2,1

xn,l
X1

X2

Xn

X12 0 X1k
X22 o Xok
xn,2 xn,k
Ui
17%)
B+
Ml’l

y=XB+u,
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B2

Br

up

up

Uy

(18)



where y, X and u are denoted by:

Y1 X1 X2 o Xk X1 Uy

Y2 X210 X22 ot Xogk X2 17%)
y = , X = = , u =

Yn xn,l xn,2 Tt xn,k Xn Uy

Utilizing the matrix form (18), we derive the ordinary least squares estimator of £,
denoted by j3.
In (18), replacing 8 by 3, we have the following equation:

y:X,@+e,

where e denotes a n X 1 vector of the residuals.

The ith element of e is given by e;.
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