[Review] Formulas — F Distribution:

U
° ﬂ ~ F(n,m) when U
Vim

simy*(n), V ~ x*(m), and U is independent of V.

e When X ~ N(0,1,), A and B are n X n symmetric idempotent matrices,
X'AX/G

Rank(A) = tr(A) = Rank(B) = tr(B) = K and AB = 0, then —— ~
ank(A) r(A) = G, Rank(B) r(B) an 0, then X'BX/K

F(G,K).

Note that the covariance of AX and BX is zero, which implies that AX is inde-

pendent of BX under normality of X.

[End of Review]
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6. Therefore, we obtain the following distribution:

B—BYX'X(B - WXX'X) ' X u
(ﬁ ﬁ) 0-2 (ﬁ ﬁ) — - ~/\/2(k),
e w(l,-XX'X)'X)u
o2 o2 ~xX(n=h

B is independent of e, because X(X’X)™'X’(I, - X(X’X)'X’) = 0.

Accordingly, we can derive:

B-BXXE-p) o .
o _B-pXXE-Pk _

e'e 52
— -

F(k,n—-k)

Under the null hypothesis Hy : 8 =0,

B X' XpB/k

52

Given data,

B'X' Xk
If ﬁ—zﬁ/ is in tha tail of the F distribution, the null hypothesis is rejected.
s

is compared with F(k,n — k).
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Coefficient of Determination GRE &%), R*:

P eiz
2 (i = y)?

1. Definition of the Coefficient of Determination, R>: R>=1—

n

2. Numerator: Z el =ce

i=1

- 1 1 1
3. Denominator: Z(yl- 2 =y, - ~il') (1, =~y = y' (I, = ~il")y
i=1

(*) Remark

~<I

yi—y Y1

<

2=V |y 1, 1,
A= Ey iy = U - =iy,
: : n n

Yn—Y Yn y
wherei = (1,1,---,1)".
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ee

4. In a matrix form, we can rewrite as: R*>=1 - —
y’(ln - ;”,)y

F Distribution and Coefficient of Determination:

— This will be discussed later.
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Testing Linear Restrictions (F Distribution):

1. If u ~ N(0,01,), then B ~ N(B, 2(X'X)™") .
Consider testing the hypothesis Hy : RG = r.
R: G xk, rank(R) = G < k.

RB ~ N(RB, *R(X'X)"'R").

(RB—rY(RX'X)"'R") " (RB - 1)
0-2

Therefore, ~ XZ(G).

Note that RG = r .

(a) When 8 ~ N(B,*(X’X)™"), the mean of Rj is:
E(RB) = RE(B) = RB.

(b) When 3 ~ N(B, 72(X’X)™"), the variance of R is:
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V(RB) = E(RB — RB)(RB - RB)) = E(R(B - B)(B - B'R)
= RE(B-B)B-PB))R = RVB)R = c*RX'X)"'R.
(n-ks* _ee -XBG-XB) ,

2. We know that —— = i = x (n—k).
o

3. Under normality assumption on u, 3 is independent of e.

4. Therefore, we have the following distribution:

(RB-rY(RX'X)"'R)Y ' (RB-1)/G
(= XB)(y - XB)/(n— k)

~ F(G,n - k)

78



5. Some Examples:

(a) r Test:
Thecaseof G =1, r =0and R = (0,---,1,---,0) (the ith element of R
is one and the other elements are zero):
The test of Hy : 5; = 0 is given by:

RB—rY(RX'X)'"RY'RB-1r) /G B
(B = Y RXX) RYNRE=1)G _ B2 oy -,

where s = ¢’e/(n — k), RB = f3; and

a; = R(X’X)™'R’ = the i row and ith column of (X' X)~!.

*) Recall that Y ~ F(1,m) when X ~ t(m) and Y = X>.

Therefore, the test of Hy : 5; = 0 1is given by:

B

S A

~ t(n — k).
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(b) Test of structural change (Part 1):

3 xBi+u, i=1,2,---,m
" Xy +u;, i=m+1l,m+2,---,n
Assume that u; ~ N(0, 0%).
In a matrix form,
Y1 X 0 u;

Y2 X2 0 U

Ym Xm 0 ﬁl Uy,
(s.)*

Ym+1 0 Xyt [\ Uyt
Ym+2 0 Xm+2 U2
Yn 0 Xn u,
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Moreover, rewriting,
)=(o )C)
= +u
Y, 0 X,/\p

Y=XB+u

Again, rewriting,

The null hypothesis is Hy : 81 = S3>.

Apply the F test, using R = (I —1I;)and r = 0.

In this case, G = rank(R) = k and 8 is a 2k X 1 vector.

The distribution is F(k,n — 2k).

The hypothesis in which sum of the 1st and 2nd coefficients is equal to
one:

R=(1,1,0,---,0),r=1
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In this case, G = rank(R) = 1
The distribution of the test statistic is F(1,n — k).
(d) Testing seasonality:

In the case of quarterly data (T4 5— %), the regression model is:
y:a+a1D1 +a2D2+a3D3+X,80+u

D; = 1inthe jth quarter and O otherwise, i.e., D;, j = 1,2,3, are sea-

sonal dummy variables.

Testing seasonality = Hy: a; =a; = a3 =0

a
) 01000 --- 0 0

B=|a |, R=]10 0 1 0 0 --- Of, r=10
as 00 o010 --- 0 0
Bo
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In this case, G = rank(R) = 3, and S is a k X 1 vector.
The distribution of the test statistic is F'(3,n — k).

(e) Cobb-Douglas Production Function:
Let Q;, K; and L; be production, capital stock and labor.

We estimate the following production function:

log(Q)) = B1 + B2 log(K;) + B3 log(L;) + u;.

We test a linear homogeneous (— X [Fl¥X) production function.

The null and alternative hypotheses are:

HO: ﬁ2+ﬁ3:1’
H1 : ﬁ2+,83¢1.

Then, set as follows:
R=(0 1 1), r=1.
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(f) Test of structural change (Part 2):
Test the structural change between time periods m and m + 1.

In the case where both the constant term and the slope are changed, the

regression model is as follows:

yVi=« +,8)C,' + ’)/d, + 561,‘)(,‘ + Uu;,

where
0, fori=1,2,---,m,

i
1, fori=m+1,m+2,---,n.

We consider testing the structural change at time m + 1.
The null and alternative hypotheses are as follows:

Hy: y=06=0,

H : y#0,o0r,0#0.
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Then, set as follows:

0 01 0 0
oo o) L)
0 0 0 1 0
(g) Multiple regression model:
Consider the case of two explanatory variables:
Vi =a+Bx; + vz + u;.
We want to test the hypothesis that neither x; nor z; depends on y;.

In this case, the null and alternative hypotheses are as follows:

Hy: B=v=0,
H : B+0, or, y#0.

Then, set as follows:
01 0 0
e~y o)l
0 0 1 0
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