1. Asymptotic Normality of MLE:
Let 6 be MLE of 6.
As n goes to infinity, we have the following result:

-1
Vn@ -6 — N(O, lim (?) )

. . (1
where it is assumed that lim ((—) converges.

n—oo n
That is, when 7 is large, 6 is approximately distributed as follows:
d~N(0.a©) ™).

Suppose that s(X) = 8.

When # is large, V(s(X)) is approximately equal to (/ (6’))_1.
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Practically, we utilize the following approximated distribution:
d~N(0.a@)™").
Then, we can obtain the significance test and the confidence interval for 6

. Central Limit Theorem: Let X;, X5, ---, X,, be mutually independently dis-

tributed random variables with mean E(X;) = x and variance V(X;) = 0% < oo

fori=1,2,---,n.

Define X = (1/n) Y-, X;.

Then, the central limit theorem is given by:
X-EX) X-pu

W@ o/n

Note that E(X) = u and V(X) = o%/n.

— N, 1).
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That is,

VaX ) = —= ) (X =) — NO.0).
i=1

1
i -

Note that E(X) = u and nV(X) = o2

In the case where X; is a vector of random variable with mean u and variance

Y < oo, the central limit theorem is given by:

V(X —p) = P

Note that E(X) = u and nV(X) = 2.

L Z(X,- — ) — N(,3).
i=1
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3. Central Limit Theorem II: Let X;, X;, ---, X,, be mutually independently
distributed random variables with mean E(X;) = u and variance V(X;) = 0'1.2 for

i=1,2,---,n.

Assume:

Define X = (1/n) Y-, X;.
The central limit theorem is given by:

_ 1 &
VaX —p) = —= > (Xi=p) — NO.0?),
i=1

n -

Note that E(X) = u and nV(X) — o>
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In the case where X; is a vector of random variable with mean u and variance

%, the central limit theorem is given by:

_ 1 <&
V(X —p) = —= > (X;— @) — N(0,),
i=1

i 4

n

1
where £ = lim — 2 < oo,
n—oo n

i=1
Note that E(X) = p and nV(X) — X.

[Review of Asymptotic Theories]

e Convergence in Probability (FEXIY}R) X, — aq, i.e., X converges in

probability to a, where a is a fixed number.
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e Convergence in Distribution (3% IX3R) X, — X, i.e., X converges in
distribution to X. The distribution of X,, converges to the distribution of X as n

goes to infinity.

Some Formulas
X, and Y, : Convergence in Probability

Z, : Convergence in Distribution

o If X, — a,then f(X,) — f(a).
o IfX, — aandY, — b, then f(X,Y,) — f(ab).

e If X, — aandZ, — Z, then X, Z, — aZ,i.e., aZ is distributed with
mean E(aZ) = aE(Z) and variance V(aZ) = a*V(2Z).

[End of Review]
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4. Asymptotic Normality of MLE — Proof:
The density (or probability) function of X; is given by f(x;; 6).
The likelihood function is: L(6; x) = f(x;60) = [, f(x:;0),
where x = (x1, X2, -+, X).

MLE of 6 results in the following maximization problem:

max log L(6; x).
6

A solution of the above problem is given by MLE of 6, denoted by 6.

That is, § is given by the 6 which satisfies the following equation:

Olog L(8; x) _ i dlog f(xi;0) _

0.
00 06

i=1

230



dlog f(X;;0) .
00
the ith random variable, i.e., X; in the Central Limit Theorem II.

Replacing x; by the underlying random variable X;, is taken as

Consider applying Central Limit Theorem II.

In this case, we need the following expectation and variance:

1 ~ dlog f(X;;6) 1 ~ dlog f(X:;6)
B g ) wmd V(Y )

i=1 i=1

Defining the variance:
dlog f(Xi; 0)
y(—=L27
(=

we can rewrite the information matrix as follows:

) =%,

dlog L(6; X) = dlog f(X;; 0)
(%T)—V(Z%T)

_ Z 610gf(X,,9) ZZ
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The third equality holds when X, X5, - - -, X,, are mutually independent.

0log L(6; X)
00

0log L(6; X)

Note that E
ote a( 50

) =0 and V( ) = 1(0).

n

Z dlog f(X;;0)
00

1dlog L(6; X) 1

n 00 n

i=1

Vi 12 dlog f(X;; 0) —E(l dlog f(X;; 0)

n 4 00 n & 00

)| — NO.D),

where
1 v~ dlog f(Xi;0)\ 1.~ 0log f(Xi;60)y 1. ,0log L(6; X)
V(= 2 — )= ;V(Z — ) = V()

i= i=1

1
=-16) — Z.
n
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That is,
1 dlog L(6; X)

N
where X = (X, X5, -+, X,).

— N(0, ),

Now, consider replacing 6 by 8, i.e.,
1 dlog L(6; X)
\n 06 ’
which is expanded around 6 = 6 as follows:

1 0logL(B;X) 1 alogL(e;X)+ 1 6*log L(6; X)

0= ———"72=2—"""~ —= 6—0).
N N N
Therefore,
1 6*logL(6;X) ~ 1 dlog L(6; X)
—_— " -y ———="—" N(O, ).
i otee O T ET g T N0
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The left-hand side is rewritten as:

2log L(0; X 10*log L(6; X) ~
1 0logl®:X) 19108 LO:X) 5 o
\Vn 0606’ n 06006
Then,
. 182 log L(B; X)\-1, 1 dlog L(6; X)
Vi@~ (L 5 ) (W o)
— N(O,Z7'zx™") = N(0,Z7").
Note that
16%log L(6; X 1 2log L(6; X
LFIBLOX) _ pp Lp @losLEX)) o
n 0006’ n—co 1 0006’
16%log L(6; X)\-1, 1 dlog L(#; X
(Z %) 1(% %) has the same asymptotic distribu-
1 dlog L(6; X
tion as 2‘1(—&).

NL
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Exam — Aug. 4, 2016 (AMS8:50-10:20)

e 60 - 70% from two homeworks including optional an additional questions (2 2 ®D
TEED 5 60 - 70%)

e 30 - 40% of new questions (30 - 40% DFr L W [HH)

e Questions are written in English, and answers should be in English or Japanese.
(HUBIXEE, MR I3 EE X 72 (X HAGE

e With no carrying in (Ff 53AA7R L)
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