u.
where uf = —, and B = B are defined.
o o
(*) B* can be estimated, but 8 and o cannot be estimated separately (i.e., 8 and o

are not identified).
The distribution function of u; is given by F(x) = f f(2)dz.

If u; is standard normal, i.e., u} ~ N(0, 1), we call probit model.

o= f 0 eXp(—%ﬁ)dz, F) = @y 2 exp<—%x2>.

If u? is logistic, we call logit model.

F(x) = ) = — 2P

1 +exp(—x)’ (1 + exp(=x))?

We can consider the other distribution function for u;.
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Likelihood Function: y; is the following Bernoulli distribution:
f) = (P = DY'(P(y; = 0)' ™" = (F(XB)"(1 = FX8)'™,  y»=0,1

[Review — Bernoulli Distribution (X)L X 1 £75)]
Suppose that X is a Bernoulli random variable. the distribution of X, denoted by f(x),
is:

f=pd-p' x=0,1.

The mean and variance are:
1

p=EX) =) xf(x)=0x(1-p)+1xp=p,

x=0
1
o’ =VX) =B(X -p?) = Z(x - w’f(x) = (0= pP*(1 = p)+ (1 - p)’p=p( - p).
x=0
[End of Review]
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The likelihood function is given by:
LB = f(y1,¥2,7 > V) = l_[ fO) = H(F(Xiﬂ*))yi(l — F(X,8))'™,
i=1 i=1

The log-likelihood function is:

n

log L") = > (vilog F(X,) + (1 - yp) log(1 — F(Xi8"))),

i=1
Solving the maximization problem of log L(8*) with respect to 5, the first order
condition is:
dlog L(B") _ Z":(in{f(Xiﬁ*) _da —yi)X{f(Xi,B*))
B L\ F(XB) I - F(X8")

WA= AP Xifioi=F) _
FXBYI-FXp) & F(-F) =

where f; = f(X;8") and F; = F(X;8"). Remember that f(x) = diix).
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The second order condition is:

0/ OUi — FD)
Plogip) < Xigp 0T F>+ n X
pap L F(-F) i F(1-F)
A(Fi(1 - F))™!
+ZXf<yl T
_ iXifi 0i = SOXXff W% \Xifil = 2F)
Z F(l—F) _,.leiﬂ—F) R

i=1

is a negative definite matrix.

For maximization, the method of scoring is given by:

(] -1 (7

pon oS KK ) XA )
= + — - P
P Fl(j)(l _ F;])) pa Fl(j)(l _ F;]))
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where FI” = F(X,g?) and £ = f(X;8"").  Note that

0% log L(,B*(j))) _ Z": X/ X f?

) =B pap )=~ L Ea-Fy

because of E(y;) = F;.

It is known that

n—oo

1,8 log L(B*)\) "
) )

Vn@ -p) — N(O, lim (

where 8* = lim 8 denotes MLE of 8*.

j—oo
Practically, we use the following normal distribution:
B~ N 1B,

8% log L(ﬁ*)) B Z XX f?
BB Fi(1-Fy

Thus, the significance test for 8* and the confidence interval for 5* can be constructed.

where 1(8*) = —E( fi = f(X;B*) and F; = F(X;8").

i=1
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Another Interpretation:  This maximization problem is equivalent to the nonlin-

ear least squares estimation problem from the following regression model:
yi = F(XiB") + w,

where u; = y; — F; takes u; = 1 — F; with probability P(y; = 1) = F(X;8") = F; and
u; = —F; with probability P(y; =0) =1 - F(X;8") =1 - F..

Therefore, the mean and variance of u; are:

E(w;) = (1 -F)F;+ (-F)(1 -F;) =0,

o7 = V() = E@}) = (Ew))* = (1 = F)’F; + (=F)*(1 = F}) = Fi(1 = F)).
The weighted least squares method solves the following minimization problem:

. i - FXBY))?
min ; —O_? :
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The first order condition is:

Zn: X fXiB) i — F(Xi5")) _ Z": X fiyi— F))

i=1 0_1‘2 i=1 Fi(l = F)) e

which is equivalent to the first order condition of MLE.

Thus, the binary choice model is interpreted as the nonlinear least squares.

Prediction: E(y,)=0x({1-F)+1xF; =F; = F(X;8).
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Empirical Application of Example 1: = Excess Demand Function.

Demand is observed as both amount and quantity, while supply is not.
Therefore, excess demand is not observed,

Data are taken from household expenditure survey as follows:

y  EIA (M)
s IHl (M)
b v—v (H]

sml & [1ml]
bl Y —J [11)
CPI HEEWMIEE - K&

year y s b sml bl CPI

2000.01 458911 716 1350 828 2.67 102.8
2000.02 486601 643 1527 728 3.01 102.5
2000.03 494395 661 1873 775 3.69 102.7
2000.04 505409 614 1967 749 3.93 102.9
2000.05 460116 567 2311 679 4.64 103.0
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2000.
2000.
2000.
2000.
2000.
2000.
2000.
2001.
2001.
2001.
2001.
2001.
2001.
2001.
2001.
2001.
2001.
2001.
2001.
2002.
2002.
2002.
2002.
2002.
2002.
2002.
2002.
2002.
2002.

772611
640258
506757
446405
488921
457054
1035616
453748
475556
481198
498080
447510
766471
614715
496482
447397
489834
461094
1000728
462389
477622
496351
485770
444612
745480
583862
488257
440319
475494

446
493
436
479
568
646
1609
637
570
552
502
497
442

472
437
561

2225
3419
2976
2160
1805
1674
2546
1363
1299
1467
1641
1825
2003
2656
2326
1546
1426
1222
2274
1040
1040
1418
1427
1623
1900
2437
2358
1522
1378

596
511
530
580
750
831
1688
806
688
708
637
608
535
568
492
617
733
818
1710
716
778
748
689
602
537

508
536
757

NN PRWWNNNNAENNWHARUTWWWNNNUWWE IO

102.
102.
102.
102.
102.
102.
102.
102.
102.
101.
102.
102.
101.
101.
102.
101.
101.
101.

101.
100.
100.
101.
101.
101.

101.
101.
100.

ORFRFOONWRNUINWOOOD20O ON R O R UVTUTER NN 00UV
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2002.
2002.
2003.
2003.
2003.
2003.
2003.
2003.
2003.
2003.
2003.
2003.
2003.
2003.
2004.
2004.
2004.
2004.
2004.
2004.
2004.
2004.
2004.
2004.
2004.
2004.
2005.
2005.
2005.

439186
939747
435989
455309
456873
475037
429669
730617
574574
474973
429301
467408
435079
932887
445133
474143
456288
488217
446758
723370
599045
476264
440187
467895
442885
920100
448635
469673
451360

730
1589
549
519
531
514
518
484
492
503
395
498
560
1484
530
591
455
441

391
414
403
387
454
482
1262
542
497
485

1347
2177
1025
1089
1343
1369
1396
1609
2013
2146
1331
1312
1230
2012
1062
1086
1239
1273
1530
1729
2166
2032
1414
1269
1266
1912

999

917
1060

888
1936
632
670
686
576
724
597
636
641
463

760
1621
595
705
621
539

447
432
474
450
551
619
1272
678
630
714

N RFRWNNNASERWWNNNNWNNNAS WWNNNDNRFR AN

100.
100.
100.
100.
100.
100.
101.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
101.
101.
100.
100.
100.
100.
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2005.
2005.
2005.
2005.
2005.
2005.
2005.
2005.
2005.
2006.
2006.
2006.
2006.
2006.
2006.
2006.
2006.
2006.
2006.
2006.
2006.
2007.
2007.
2007.
2007.
2007.
2007.
2007.
2007.

495036
440388
720667
576129
463034
427753
463838
433036
905473
437787
461368
429948
472583
426680
684632
613269
475866
429017
467163
442147
968162
441039
471681
445076
472446
431013
735579
592452
467786

406
386
375
451

323
500
519
1173
466
433
416
444
426
431
358
400
341

533
1144
505
428
434
413

374
414
368

505
443
430
555
440
390
624
678
1152
501
580
517
536
544
529
395
448
444

660
1200
695
580
528
506

490
530
511

BARWNNNNRFRE R WNNNWWNNNNRRANNNSADNDNDND

.47
.84
.96
.36
.04
.56
.39
.12
.06
.82
.71

.43
.55
.60
.47
.50
.20

.01
.76
.82
.69
.07
.60

.93
.63
.10

100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
101.
101.

100.
100.
100.

99.
100.
100.
100.
100.
100.
101.
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2007.
2007.
2007.
2007.
2008.
2008.
2008.
2008.
2008.
2008.
2008.
2008.
2008.
2008.
2008.
2008.
2009.
2009.
2009.
2009.
2009.
2009.
2009.
2009.
2009.
2009.
2009.
2009.
2010.

431793
469981
435640
950654
438998
476282
453482
469774
435076
737166
587732
488216
433502
481746
439394
969449
443337
464665
443429
473779
436123
700239
573821
466393
422120
459704
428219
906884
434344

329
445
541
1085
509
445
400
376
329
356
298
334
293
346
439
1076
479
417

354
370
343
287
300
263
349
432
943
420

1446
1108
1116
1892
1000
1008
1199
1234
1404
1410
1832
1767
1086
1066
1077
1711

962

849
1009

958
1180
1126
1478
1519

974

941
1546
800

425
542
594
1209
707
558
573
492
406
395
338
413
423
434
533
1231
636
705

428
495
386
327
345
363
435
588
1019
464
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101.
101.
101.
101.
101.
100.
101.
101.
102.
102.
102.
103.
103.
103.
102.
101.
101.
100.

101.
101.
100.
100.
100.
100.
100.
100.
100.
100.
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2010.
2010.
2010.
2010.
2010.
2010.
2010.
2010.
2010.
2010.
2010.
2011.
2011.
2011.
2011.
2011.
2011.
2011.
2011.
2011.
2011.
2011.
2011.
2012.
2012.
2012.
2012,
2012.
2012.

464866
439410
474616
421413
733886
562094
470717
425771
494398
431281
895511
419728
470071
419862
454433
413506
687212
572662
463760
422720
479749
424272
893811
430477
483625
441015
469381
417723
712592

347
386
317
316
316
362
314
255
337
374
943

345
366
371
345
317
267

276
345
329
884
432
394
397
381
309
337

751
885
926
1040
1236
1600
1571
1028
1017
870
1456

650
703
814
888
1025
1407
1378
917
789
848
1398
711
721

833
845
1015

500
578
404
455

382
397
361
520
485
912
495
552
472
485
432
327
367

419
433
426
907
619
495

466
411
417
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100.
100.
100.
100.
100.
99.
99.
99.
100.
99.
99.

99.
99.
99.
99.
99.
99.

99.
100.
99.
99.
99.
99.
100.
100.
100.
99.
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2012,
2012.
2012.
2012.
2012.
2012.
2013.
2013.
2013.
2013.
2013.
2013.
2013.
2013.
2013.
2013.
2013.
2013.
2014.
2014.
2014.
2014.
2014.
2014.
2014.
2014.
2014.
2014.
2014.

557032
470470
422046
482101
432681
902928
433858
476256
444379
479854
422724
728678
569174
471411
431931
482684
436293
905822
438646
479268
438145
463964
421117
710375
555276
463810
421809
488273
431543

284
288
294
282
361
859
377
325
384
323
322
433
281
298
258
282
377
835

365
397
304
348
356
304
325
319
345
398

1242
1374
903
752

1347
743
656
815
680
853
973

1104

1200
848
805
725

1351

612
891
630
846
933
1182
1159
840
707
716

375
357
337
361
510
863
467
410
467
359
402
541
315
324
311
296
447
933

446
476
401
432
394
361
356
383
391
519

RPRERENNRERERRRERERNRERERNNRERRRERRNRR NN

99.
99.
99.
99.
99.
99.
99.
99.
99.
99.
99.

100.
100.
100.
100.
100.
100.
100.
100.
101.
103.
103.
103.
103.
103.
103.
103.
103.

NOONPARRUIRFSNNOONOW00ONBNWWNOO W

112



2014.
2015.
.02
.03
2015.
.05
.06
.07
.08
.09

2015
2015

2015
2015
2015
2015
2015

12

924911
440226
488519
449243
476880
430325
733589
587156
475369
415467

. gen t=_n

. tsset t
time variable:

892 1324

400
356
353
353
331
350

622
600
712
739
909
928

331 1105
339 1165

346

delta:

. gen ry=y/(cpi/100)

. gen rsp=(s/sml)/(cpi/100)
. gen rbp=(b/bl)/(cpi/100)

. gen ds=0

. replace ds=1 if f.rsp>rsp

(94 real changes made)

797

t,

901 2.47
494 1.14
469 1.12
416 1.28
413 1.35
377 1.64
231 1.66
347 2.02
462 2.18
354 1.47

1 to 189

1 unit

103.
103.
102.
103.
103.
104.
103.
103.
103.
103.

Lm———

L—m—

Lmm——
L ===
L ====
Lmmm

Lm———
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make data

set t as time series data

real income
real sake price per 1ml
real beer price per 11
dfault data

set ds=1 when excess demand exists



. probit ds ry rsp rbp, if t<188.5 <---- Estimate probit

88

188
69.76
0.0000
0.2677

2.65e-06
9.610729
.0158457

during the period from 1 to 1
Iteration O: log likelihood = -130.30103
Iteration 1: log likelihood = -95.883766
Iteration 2: log likelihood = -95.419505
Iteration 3: log likelihood = -95.419207
Iteration 4: log likelihood = -95.419207
Probit regression Number of obs =
LR chi2(3) =
Prob > chi2 =
Log likelihood = -95.4192607 Pseudo R2 =
ds | Coef Std. Err z P>|z|
_____________ +________________________________________________________________
ry | 8.04e-07 9.42e-07 0.85 0.393 -1.04e-06
rsp | -13.8574 2.166711 -6.40 0.000 -18.10408 -
rbp | .0026681 .0067234 0.40 0.691 -.0105094
_cons | 9.44494 3.697318 2.55 0.011 2.198331

16.69155

Note: 1 failure and 0 successes completely determined.

. logit ds ry rsp rbp if t<188.5 <---- Estimate logit
during the period

Iteration 0: log likelihood = -130.30103
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Iteration 1: log likelihood = -96.132508
Iteration 2: log likelihood = -95.65503
Iteration 3: log likelihood = -95.653538
Iteration 4: log likelihood = -95.653538
Logistic regression Number of obs = 188
LR chi2(3) = 69.29
Prob > chi2 = 0.0000
Log likelihood = -95.653538 Pseudo R2 = 0.2659
ds | Coef. Std. Err. z P>|z]| [95% Conf. Intervall
_____________ +________________________________________________________________
ry | 1.41e-06 1.56e-06 0.90 0.368 -1.65e-06 4.47e-06
rsp | -23.36485 3.941076 -5.93  0.000 -31.08922  -15.64048
rbp | .0046687 .0113128 0.41 0.680 -.0175041 .0268414
cons | 15.82621 6.301665 2.51 0.012 3.475172 28.17724

D, =S8, =Bo+Biry + Parsp: + B3rbp;
D, is observed, but S, is not observed.  Therefore, D; — S, is unobserved.
rspp1 > rspp = D, -8, >0 = ds, = 1.

I’SpH.l Srspt — DI_SISO - dS,ZO
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Example 2:  Consider the two utility functions: Uy; = X;58,+¢€; and U,; = X5, +6;.
A linear utility function is problematic, but we consider the linear function for sim-
plicity of discussion.

We purchase a good when U,; > U,; and do not purchase it when Uy; < Uy;.

We can observe y; = 1 when we purchase the good, i.e., when U;; > U,;, and y; = 0

otherwise.

P(y; = 1) = P(Uy; > Uy) = P(Xi(B1 — B2) > —€1; + &)
= P(-Xi#" > €)= P(-Xf" >€")=1-F(-X7) = F(X;8")

B €
where 8" =1 -2, € =ei—€, p"=— and ¢ =—.

o o’
We can estimate 5™, but we cannot estimate € and o, separately.

Mean and variance of €/ are normalized to be zero and one, respectively.

If the distribution of € is symmetric, the last equality holds.
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We can estimate 8** by MLE as in Example 1.

Example 3: Consider the questionnaire:

1, if the ith person answers YES,
Yi =
0, if the ith person answers NO.

Consider estimating the following linear regression model:
yi = Xif + u;.
When E(u;) = 0, the expectation of y; is given by:
E(y) = XiB.
Because of the linear function, X;3 takes the value from —co to co.
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However, E(y;) indicates the ratio of the people who answer YES out of all the people,

because of E(y;) = 1 X P(y; = 1) + 0 X P(y; = 0) = P(y; = 1).

That is, E(y;) has to be between zero and one.

Therefore, it is not appropriate that E(y;) is approximated as X;3.

The model is written as:
yi= PO =1)+u,

where u; is a discrete type of random variable, i.e., u; takes 1 — P(y; = 1) with

probability P(y; = 1) and —P(y; = 1) with probability 1 — P(y; = 1) = P(y; = 0).

Consider that P(y;) is connected with the distribution function F(X;3) as follows:

P(y; = 1) = F(X;8),
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where F(-) denotes a distribution function such as normal dist., logistic dist., and so

on. — probit model or logit model.
The probability function of y; is:
f) = FXB"(1 - FXB)' ™ = FI'(1-F)'™,  y»=0,L
The joint distribution of yy, y,, - -+, y, is:
FO1Y2 ) = ]_[ fo) = ]—[ Fi(1 - F)'™ = L),
i=1 i=1

which corresponds to the likelihood function. — MLE
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Example 4:  Ordered probit or logit model:

Consider the regression model:

y;'k:Xiﬁ-l_uis M["’(O,l), i:1’2’.“

where y? is unobserved, but y; is observed as 1,2, ---,m, i.e.,
1, if —oo <y! < ay,
2, ifa; <y’ <a,
yi =
>
m, if a,_1 <y! < oo,
where a,, a,, - - -, a,,—; are assumed to be known.
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Consider the probability that y; takes 1, 2, - - -, m, i.e.,
P(y;=1)=PQy; <a)) = P(u; < a; — X;8)
= F(a; — Xip),
P(y; =2)=Pa; <y; <ay) = P(a) — X;f < u; < ay — X;f)
= F(ax = Xif) — F(a1 — Xip),
P(y;=3)=Plax <y; <a3) = Pa — Xif <u; < a3 — X;3)

= F(a; - XiB) — F(az — X;B),

P(yt = m) = P(am—l < y;k) = P(am—l - XIIB < M,‘)

=1-F(an-, = XB).
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Define the following indicator functions:

1, lf i = 1, 1, lf i:2’ 1,
I = g I ' S
0, otherwise. 0, otherwise. 0,

More compactly,
P(yl = .]) = F(aj _Xiﬁ) - F(aj_l —Xiﬁ)’
for j=1,2,---,m, where ay = —oo0 and a,, = 0.

1, ify;,=j,

0, otherwise,

for j=1,2,---,m.
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otherwise.



Then, the likelihood function is:

L) = | |(Faa - xp))" (Fta> - Xpp) = Flar = X))+ (1= Fla1 - Xp) "
i=1

=[1T(F@ - x8) - Faa - x)".

i=1 j=1

where ayp = —o0 and a,, = co. Remember that F(—oc0) = 0 and F(c0) = 1.

The log-likelihood function is:

log L(B) = Y > Iijlog(F(a; - XiB) - F(a; .1 - Xp)).

i=1 j=1

The first derivative of log L(8) with respect to S is:

810g L(B) —1;;X] f(aj - Xip) - flaj-1 - Xiﬁ))
IZ; ]Z; F(aj - Xip) - F(aj-1 — X;f)

Usually, normal distribution or logistic distribution is chosen for F(-).
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