11.

Optimization (&3&1t):
MLE of 6 results in the following maximization problem:

max log L(6; x).
6

We often have the case where the solution of 8 is not derived in closed form.

= Optimization procedure

_ Olog L(6;x)  dlog L(6"; x) 0% log L(6*; x)
B 30 B 06 0606’

0 @—-6).

Solving the above equation with respect to 6, we obtain the following:

0o — 8 log L(6*; x)\ ' 8log L(6"; x)
B 0606’ 96 '

Replace the variables as follows:
6 — 67, g — 69

28



Then, we have:

0. )\ 7! 0.
g+ — gl _ (‘92 logL(H(),X)) alogL(H(),x).

06000’ 06

= Newton-Raphson method (Z2— k> - T 7Y V%)

8% log L(6; x) v E 9% log L(6; x)
06000’ 06000’
timization algorithm:

Replacing ) we obtain the following op-

0(i+1) _ H(i) (E (62 IOg L(Q(l), X) ))_1 o log L(Q(l), X)

0000’ 00
-1 0log L(67; x)

=6 + (16")) =

= Method of Scoring (R 1 77;%)
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2 Qualitative Dependent Variable (BRIt EZEE)

1. Discrete Choice Model (BfFUEIRETIL)
2. Limited Dependent Variable Model (FIfRFEEBZEEHETIL)

3. Count Data Model (Gt#7—% 5 /L)

Usually, the regression model is given by:
yi = Xif + u;, u ~ N(0,0?), i=12--,n,
where y; is a continuous type of random variable within the interval from —oco to co.

When y; is discrete or truncated, what happens?
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2.1 Discrete Choice Model (B(FUEIRETIL)
2.1.1 Binary Choice Model (Z{&;&IRE T L)

Example 1:  Consider the regression model:
v = X8+ u, u; ~ (0,07), i=1,2,---,n,
where y? is unobserved, but y; is observed as O or 1, i.e.,

1, ity >0,
Yi =
0, if y? <0.

Consider the probability that y; takes 1, i.e.,

P(y;=1) = P(y; > 0) = P(u; > -X;) = P(u; > -X;8") = 1 = P(u; < -X;8")

=1-F(X;f) = F(X;8"), (f the dist. of u; is symmetric.),
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u.
where uf = —, and B = B are defined.
o o
(*) B* can be estimated, but 8 and o cannot be estimated separately (i.e., 8 and o

are not identified).
The distribution function of u; is given by F(x) = f f(2)dz.

If u; is standard normal, i.e., u} ~ N(0, 1), we call probit model.

o= f 0 eXp(—%ﬁ)dz, F) = @y 2 exp<—%x2>.

If u? is logistic, we call logit model.

F(x) = ) = — 2P

1 +exp(—x)’ (1 + exp(=x))?

We can consider the other distribution function for u;.
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Likelihood Function: y; is the following Bernoulli distribution:
f) = (P = DY'(P(y; = 0)' ™" = (F(XB)"(1 = FX8)'™,  y»=0,1

[Review — Bernoulli Distribution (X)L X 1 £75)]
Suppose that X is a Bernoulli random variable. the distribution of X, denoted by f(x),
is:

f=pd-p' x=0,1.

The mean and variance are:
1

p=EX) =) xf(x)=0x(1-p)+1xp=p,

x=0
1
o’ =VX) =B(X -p?) = Z(x - w’f(x) = (0= pP*(1 = p)+ (1 - p)’p=p( - p).
x=0
[End of Review]
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The likelihood function is given by:
LB = f(y1,¥2,7 > V) = l_[ fO) = H(F(Xiﬂ*))yi(l — F(X,8))'™,
i=1 i=1

The log-likelihood function is:

n

log L") = > (vilog F(X,) + (1 - yp) log(1 — F(Xi8"))),

i=1
Solving the maximization problem of log L(8*) with respect to 5, the first order
condition is:
dlog L(B") _ Z":(in{f(Xiﬁ*) _da —yi)X{f(Xi,B*))
B L\ F(XB) I - F(X8")

WA= AP Xifioi=F) _
FXBYI-FXp) & F(-F) =

where f; = f(X;8") and F; = F(X;8"). Remember that f(x) = diix).
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The second order condition is:

0/ OUi — FD)
Plogip) < Xigp 0T F>+ n X
pap L F(-F) i F(1-F)
A(Fi(1 - F))™!
+ZXf<yl T
_ iXifi 0i = SOXXff W% \Xifil = 2F)
Z F(l—F) _,.leiﬂ—F) R

i=1

is a negative definite matrix.

For maximization, the method of scoring is given by:

(] -1 (7

pon oS KK ) XA )
= + — - P
P Fl(j)(l _ F;])) pa Fl(j)(l _ F;]))
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where FI” = F(X,g?) and £ = f(X;8"").  Note that

0 log L(ﬂ*)) _ Z X Xif?

6= ggp )= LFa-Fy

because of E(y;) = F;.

It is known that

n—oo

1,8 log L(B*)\) "
) )

Vn@ -p) — N(O, lim (

where 8* = lim 8 denotes MLE of 8*.

j—oo
Practically, we use the following normal distribution:
B~ N 1B,

8% log L(ﬁ*)) _ Zn: X/ X f?
oo Fi(1-F)

Thus, the significance test for 8* and the confidence interval for 5* can be constructed.

where I(8*) = —E( fi = f(X;B*) and F; = F(X;8").

i=1
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