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1 GMM linear model

Consider the following model.

Z ′y = Z ′Xβ + Z ′u (1)

where Z, y,X, β and u are n× r, n× 1, n× k, k × 1 and n× 1 matrices and vectors, and r ≥ k. Rewrite the
above regression as follows

y∗ = X∗β + u∗ (2)

where y∗ = Z ′y,X∗ = Z ′X and u∗ = Z ′u. Then,

E(u∗) = 0, V (u∗) = σ2Z ′Z = σ2Ω (3)

GMM estimator is obtained by using GLS, that is,

βGMM =(X∗′
Ω−1X∗)−1X∗′

Ω−1y∗

=(X ′Z(Z ′Z)−1Z ′X)−1X ′Z(Z ′Z)−1Z ′y (4)

Let us assume the following condition,

1

n
Z ′Z →pMzz < ∞

1

n
Z ′X →pMzx < ∞

1

n
Z ′u →p0 (5)
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Under those assumptions, GMM estimator is consistent. Thus,

βGMM =(X ′Z(Z ′Z)−1Z ′X)−1X ′Z(Z ′Z)−1Z ′y

=(X ′Z(Z ′Z)−1Z ′X)−1X ′Z(Z ′Z)−1Z ′(Xβ + u)

=β + (X ′Z(Z ′Z)−1Z ′X)−1X ′Z(Z ′Z)−1Z ′u

=β + (
1

n
X ′Z(

1

n
Z ′Z)−1 1

n
Z ′X)−1 1

n
X ′Z(

1

n
Z ′Z)−1 1

n
Z ′u

→pβ + (MzxM
−1
zz Mzx)

−1MzxM
−1
zz × 0 = β (6)

By the same logic of IV method,

√
n(βGMM − β) =(

1

n
X ′Z(

1

n
Z ′Z)−1 1

n
Z ′X)−1 1

n
X ′Z(

1

n
Z ′Z)−1 1√

n
Z ′u

→N(0, σ2(MzxM
−1
zz Mzx)

−1) (7)

In practice, we use the following distribution.

βGMM ∼ N(β, s2(X ′Z(Z ′Z)−1Z ′X)−1) (8)

where s2 = 1
n−k (y −XβGMM )′(y −XβGMM )

Empirical Example1 Hayashi’s textbook pp.250.
Consider the wage equation

LW = βS + γIQ+ δh+ e (9)

where LW is log wages, S is schooling, and h is control variables. Estimate the wage equation by GMM.
3results are characterized by below.

1. Schooling is exogenous variable and weighting matrix is (Z ′Z)−1

2. Schooling is exogenous variable and weighting matrix which considered heteroscedasticity
3. Schooling is endogenous variable and weighting matrix which considered heteroscedasticity

Estimating by RATS.
Result1
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Result2

Result3
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Empirical Example2 “How does the European Central Bank react to oil prices?” Guillaume and Julien
Licheron Economics Letters 116,pp445-447

We investigate the potential transmission effect of monetary policy in the Economic and Monetary Union
(EMU) from an empirical point of view. An extended Taylor rule to evaluate the sensitivity of the European
Central Bank (ECB) to oil price fluctuations is estimated with GMM. We construct several indicators of oil
prices to assess whether the effect of oil prices in the ECB interest-rate setting process is asymmetric and/or
nonlinear.

Their model relies on a Taylor rule to describe the behaviour of Central Banks.

i∗t = īt + β(πt − π∗) + γ(yt − y∗) (10)

where it is the equilibrium nominal interest rate, πt is the inflation rate, yt is the output growth rate. π∗

and y∗ are target rate.
They added smoothing parameter ρ and change of oil price. Then, their estimate equation is

it = α1 + α2it−1 + α3(πt − π∗) + α4(yt − y∗) + α5∆ot + et (11)
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2 GMM non linear model

Now, let us consider the general case of orthogonality condition such that

E[h(θ;w)] = 0 (12)

where θ is a k × 1 vector of parameter. h(θ;w) is a r × 1 vector for r ≥ k. Let wi = (yi, xi) be the ith
observed data. Define g(θ;w) as

g(θ;w) =
1

n
Σn

i=1h(θ;w) (13)

where w = w1, w2, ..., xn. In the same way as the GMM estimator in linear case, we define the GMM
estimator θ̂, which minimizes

g(θ;w)′Wng(θ;w) (14)

with respect to θ. Let us consider the asymptotic distribution of GMM estimator in general case under two
assumption holds, that is

Assumption1:θ̂ → θ
Assumption2:

√
ng(θ;w) → N(0, S)

where

S = limn→∞V (
√
ng(θ;w)) (15)

The first order condition of GMM is

∂g(θ;w)′

∂θ
Wng(θ;w) = 0 (16)

The GMM estimator, denoted by θ̂, satisfies the above equation. Therefore, we have the following

∂g(θ̂;w)′

∂θ
Wngθ̂;w) = 0 (17)

Using the Theorem of Mean Value, linearized g(θ;w) around θ̂ = θ can be written as follows

g(θ̂;w) =g(θ;w) +
∂g(θ̄;w)′

∂θ
(θ̂ − θ)

=g(θ;w) + D̄(θ̂ − θ) (18)

where D̄ = ∂g(θ̄;w)′

∂θ , and θ̄ is between θ̂ and θ. Substituting the linear approximation at θ̂ = θ, we obtain
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0 = D̂′Wng(θ̂;w)

= D̂′Wn(g(θ;w) + D̄(θ̂ − θ))

= D̂′Wng(θ;w) + D̂′WnD̄(θ̂ − θ) (19)

which can be written as

θ̂ − θ = −(D̂′WnD̄)−1D̂′Wng(θ;w) (20)

From Assumption 1, θ̂ → θ implies θ̄ → θ. Therefore,

√
n(θ̂ − θ) = −(D̂′WnD̄)−1D̂′Wn ×

√
ng(θ;w) (21)

Assuming Wn → W , the GMM estimator θ̂ has the following asymptotic distribution

√
n(θ̂ − θ) → N(0, (D′WD)−1D′WSWD(D′WD)−1) (22)

Note that D̂ → D, D̄ → D, and assumption 2 are utilized. If we set the weighting matrix Wn → W = S−1,
then this expression can be simplified as

√
n(θ̂ − θ) → N(0, (D′S−1D)−1) (23)

Let us discuss how to obtain consistent estimator of S. If h(θ;wi), i = 1, .., n, are mutually independent, S
is

S =V (
√
ng(θ;w)) = nE(g(θ;w)g(θ;w)′)

=nE((
1

n
Σn

i=1h(θ;wi))(
1

n
Σn

i=1h(θ;wi))
′)

=
1

n
ΣΣE(h(θ;wi)h(θ;wj)

′)

=
1

n
ΣE(h(θ;wi)h(θ;wi)) (24)

Note that
1. E(h(θ;wi)) = 0 for all i amd accordingly E(g(θ;w)) = 0
2. g(θ;w) = 1

nΣ
n
i=1h(θ;wi) =

1
nΣ

n
j=1h(θ;wj)

3. E(h(θ;wi)h(θ;wj)
′) = 0 for i ̸= j

The estimator of S, denote by Ŝ is given by

Ŝ =
1

n
Σn

i=1h(θ̂;wi)h(θ̂;wi)
′ → S (25)
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