
TA session# 6

Jun Sakamoto

November 15,2018

Contents

1 Review of Fixed Effect Model 1

2 Review of Random Effect Model 2

3 Hausman test 4

1 Review of Fixed Effect Model

Estimation formula by panel data is given by

yit = Xitβ + vi + uit (1)

vi is a individual effect. If the individual effects are all zero, it can be estimated by normal OLS. However,
if the individual effect is nonzero and correlates with the explanatory variable, normal OLSE is biased.

βOLSE = (X ′X)−1X ′y = (X ′X)−1X ′(X ′β + vi + uit)

= β + (X ′X)−1X ′(vi + uit) ̸= β (2)

It is necessary to use a fixed effect model. To estimate the fixed effect model, there are LSDV estimator and
Within estimator and these estimators coincide. LSDV is estimated from the following equation.

yit = Xitβ +Divi + uit (3)

Di is a dummy variable for each individual. LSDV is a normal OLS estimation with dummy variables added
and can be estimated with a simple method. However, when the number of individuals is very large, the number
of explanatory variables also increases, so there is a problem that it takes time to calculate the computer.

In order to avoid this problem, Within estimator is used. Within estimator is is obtained from the following
equation.
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ỹit = X̃itβ + uit

ỹit = yit − ȳ, X̃ = Xit − X̄i

ỹ and X̃ are the deviation from the average for each individual. By using the variables thus converted, the
same estimate as LSDV can be obtained.

2 Review of Random Effect Model

The fixed effect model allows the unobserved individual effects to be correlated with the included variables.
If the individual effect are strictly uncorrelated with the regressors, then it might be appropriate to model
the individual specific constant terms as randomly distributed across cross-sectional units. We consider the
following regression model.

yit = Xitβ + vi + ϵit

In contrast to the fixed effect model, we assume the variable vi is not correlated with the explanatory
variables. For simplicity, we assume

E(vi|X) = E(uit|X) = 0 for all i
E(vi|X) = σ2

v

V (uit|X) = σ2
u

Cov(vi, vj |X) = 0 for i ̸= j
Cov(uit, ujs|X) = 0 for i ̸= j and t ̸= s
Cov(vi, ujt|X) = 0 for all i, j and t

Then,
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where wi = vi + ui. Thus, the variance-covariance matrix is In

⊗
Ω. We can get efficient estimator by the

GLS, that is,

β̂ = (
∑N

i=1 XiΩ
−1Xi)

−1(
∑N

i=1 XiΩ
−1yi)

”A note on the proper econometric specification of the gravity equation” Peter Egger(2000) Economic letters
66,25-31
Matyas (1997) argued that the correct gravity specification is a three-way model. The corresponding reduced
form equation to estimate the world volume of trade in such a model reads
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Xijt = β0 + β1RLFACijt + β2GDPTijt + β3SIMILAR+ β4DIST + αi + γj + δt + uijt

RLFACijt = |lnKjt

Njt
− lnKit

Nit
|:measures the distance between the two countries in terms of relative factor

endowments. ;
GDPTijt = ln(GDPit +GDPjt):The two countries for given relative size and factor endowments. ;

SIMILAR = ln[1− ( GDPit

GDPit+GDPjt
)2 − (

GDPjt

GDPit+GDPjt
)2]: The relative size of two countries in terms of GDP. ;

DISTij :The log of the distance variable which is a proxy for transportation costs ;

Result is as bellow.

This article saying,

A panel framework has many advantages vis-a-vis the cross-section approach. First of all it allows to disen-
tangle country-specific and time-specific effects. The present paper demonstrates that the proper econometric
specification of a gravity model in most applications would be one of fixed country and time effects. This was
demonstrated by the Hausman χ 2-test and was motivated by the explanation of country effects as widely
predetermined because of geographical, historical, or political contexts.
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3 Hausman test

Consider the following model.

yit = vi + x′
iβ + uit

where vi denote the individual effect. If Cov(vi, xit) = 0,∀i, t then we have to use random effect model and
estimate using not OLS but GLS since GLS is more efficient than OLS. In contrast, if Cov(vi, xit) ̸= 0,∀i, t
then we need to use fixed effect model. Thus we need to decide which model to use. That is

H0 : Cov(vi, xit) = 0,∀i, t
H1 : Cov(vi, xit) ̸= 0,∀i, t

where H0 denote null hypothesis. You will remember that

The key idea of Hausman test is that under H0 both β̂FE and β̂RE are consistent. Therefore, it is expected
that P (|β̂FE− β̂RE | > ε) → 0, that is β̂FE− β̂RE →p 0. In contrast, if H1 is correct, then only β̂FE is consistent

and β̂FE − β̂RE →p 0 does not hold. These facts imply that if the difference between β̂FE and β̂RE is large,
then we should use fixed effect model and vice versa. Hausman test is one of wald statistic and given by

H := (β̂FE − β̂RE)
′(Asy.V [ ˆβFE ]−Asy.V [β̂RE ])

−1(β̂FE − β̂RE) →d χ(K)

where Asy.V [] denotes asymptotic variance and χ(K) denotes a chi-squared distribution with d.f. K.
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Empirical Example 1

”Has the crisis affected the behavior of the rating agencies? Panel evidence from the Eurozone” P.Boumparis,
C. Milas and T.Panagioditis (2015) Economic letters 136 pp118-124.

This paper revisits the determinants of credit rating decisions for the Eurozone countries and confirm the
role of crisis. The regression model is following.

CRAit = α0 + µi +
∑9

i=1 αixit +
∑9

i=1 bix̄it +
∑3

j=1 cjDcrisisxjt + uit

where xit includes nine variables, namely GDP per capita, growth rate of GDP, government debt, inflation
rate, unemployment rate, current account, external balance, log reserves, regulatory quality. Dcrisis takes the
value of 1 for the years 2009∼ 2013 and 0 otherwise. Three variables (government debt, current account and
externalbalance) interact with the crisis dummy in line with Gros (2011) who argues that the external sector
was of vital importance duringthe crisis.

In this case, H0 must be rejected. Notice that since only β̂FE is consistent estimator. This results suggest
that government debt and cumulative current account exert a stronger positive impact on credit ratings post-
2008 compared to the period before.
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Empirical Example 2

Check the Hausman test of β̂FE and β̂RE .

1.We generate samples z ∼ U [−2, 2], e ∼ N(0, 1) and u ∼ N(0, 1).(n=4,T=25)
2.Individual effects be given by µi = 0, 1, 2, 3.(Fixed effect)
3.X is made by z, µ and e.(We assume true beta is 1)
4.Y is made by X, µ and u.(We assume true beta is 1)

5.We estimate β̂FE and β̂RE .
So, we have to use β̂FE in this example.

Estimates of β̂FE and β̂RE are

Figure 1: Histogram

Figure 2: A result of Hausman test
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We consider the second situation.

1.We generate samples X ∼ U(−2, 2) and u ∼ N(0, 1).(n=4,T=25)
2.Individual effects be given by µi ∼ N(0, 1).(Rondom effect)
3.y is made by X, µ and u.(We assume true beta is 1)

4.We estimate β̂FE and β̂RE .
So, we have to use β̂RE in this example.

Estimates of β̂FE and β̂RE are

Figure 3: Histogram

Figure 4: A result of Hausman test
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