MM is applied to the regression model as follows:
Regression model: y; = x;8 + u;, where x; and u; are assumed to be stochastic.

i
N

Familiar Assumption: E(x’u) = 0, called the orthogonality condition (B3 5&14),

where xis a 1 X k vector and u is a scalar.

We consider that (xq, x,, - -+, x,,) and (uy, us, - - -, u,) are realizations generated from

random variables x and u, respectively.
From the law of large number, we have the following:
LS = 23 - w) — B =0
- XU = — X YVi — X — xu)=Vu.
ne = ’
Thus, the MM estimator of 3, denoted by Sy, satisfies:
1o,
p ZI: x; (i = xiBum) = 0.
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Therefore, By is given by:

Bum = (% Z xl{xi)_l(% Z x,{)’i) = (X'X)"'Xy,

i=1 i=1

which is equivalent to OLS and MLE.

Note that X and y are:

X1 Y1

X2 2
X = y=

Xn Yn
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e However, ), is inconsistent when E(x'u) # 0, i.e.,
4 -1y 4 -1y 1 , -1 1 ,
Bun = (X'X)" X'y =+ (X'X) Xu=,8+(;XX) (;Xu)—\—nB.

Note as follows:

1 1
—X'u=- iu; — E(X'u) #0.
S Xu anlu (x"u)

i=1
In order to obtain a consistent estimator of 8, we find the instrumental variable z

which satisfies E(z'u) = 0.

Let z; be the ith realization of z, where z; is a 1 X k vector.
Then, we have the following:

1 1 v
“Z'u= - du; — EEw) = 0.
n " niZIZlu (Zu)

1 1 v
The B which satisfies — Z z.u; = 0 is denoted by Sy, i.e., — Z Z.(yi — x;Bv) = 0.
n n i=1

i=1
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Thus, B,y is obtained as:

Biv = (% Z Z;Xi)_l(% Z Z;)’i) =(Z'X)"'Zy.
i=1

i=1
Note that Z’'X is a k X k square matrix, where we assume that the inverse matrix of

7' X exists.

Assume that as n goes to infinity there exist the following moment matrices:

1 + 1
’ _ ’

- xi=-2'X — M,
n 4 n

n
1 1,
— 32 =~-2L72 — M.,
n 4 n
1 n
- > Zu;=-Z'u — 0.
n n
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As n goes to infinity, 8,y is rewritten as:

Bv=ZX)"Zy=ZX)'ZXB+u) =B+ Z'X)"'Z'u

1 1
=B+ (=Z'X) N (=Z'u) — B+ M, x0=p,
n n
Thus, By is a consistent estimator of 3.

e We consider the asymptotic distribution of 5;y.

By the central limit theorem,

1
$Z’u —s N(0,0°M..)

1 1 1 1
Note that V(—2Z'u) = ~V(Z'u) = ~E(Z'w'Z) = ~E(E(Z'w' Z|Z))
\Vn n n n

e bzd) - etz - Betls
= —E(Z'Bu'|2)Z) = ~E(0?Z'Z) = E(0?-Z'Z) — E(0’M..) = " M...
n n n
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We obtain the following asymmptotic distribution:
VB =B = (- Z’X) K IZ’”) — N(0,0° M M. M)
Practically, for large n we use the following distribution:
B ~ N(B, *Z'X)"' 222 X)),

1
where s = m(y - XB)' vy — XBr).

e In the case where z;is a 1 X r vector for r > k, Z’X is a r X k matrix, which is not a

square matrix. = Generalized Method of Moments (GMM, —fi% L& %)
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4.2 Generalized Method of Moments (GMM, —fi%{tiEF%)

In order to obtain a consistent estimator of 8, we have to find the instrumental variable

z which satisfies E(z'u) = 0.
For now, however, suppose that we have z with E(z'u) = 0.
Let z; be the ith realization (i.e., the ith data) of z, where z;is a 1 X r vector and r > k.
Then, using the law of large number, we have the following:
Lz li]' 12’( p) — ECu)=0
—Z'u=—- U = — i — X u)==u.
n i i i o ’

The number of equations (i.e., r) is larger than the number of parameters (i.e., k).
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Let us define W as a r X r weight matrix, which is symmetric.

We solve the following minimization problem:

mm Z Z(yi — ,ﬁ) Z 7 (i — 113)

which is equivalent to:
min (Z'(y - X)) W(Z'(v - XB).

1.e.,

min (y = XB)YZWZ'(y = Xp).

Note that YL, Z4(yi — x8) = Z'(y — XB).
W should be the inverse matrix of the variance-covariance matrix of Z'(y—X8) = Z'u.

Suppose that V(u) = 02Q
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Then, V(Z'u) = E(Z'w(Z'u)) = E(Z'uw'Z) = Z’Buu')Z = 02Z'QZ = W1,

The following minimization problem should be solved.
mﬁin 0= XB)Z(Z'QZ)'Z'(y - XP).
The solution of g is given by the GMM estimator, denoted by Beuu.-

Remark: For the model: y = XB + u and u ~ (0,02Q), solving the following

minimization problem:
mﬁin(y - XBy Q' (y - Xp),
GLS is given by:
b=XQ'X)'xqly.

Note that b is the best linear unbiased estimator.
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Remark: The solution of the above minimization problem is equivalent to the

GLE estimator of § in the following regression model:

Z'y=7'XB+Zu,

where Z, y, X, Banduare n X r,n X 1, n X k, k X 1 and n X 1 matrices or vectors.

Note that r > k.

v =2y, X" =Z'X and u* = Z'u denote r X 1, r X k and r X 1 matrices or vectors,

where r > k.

Rewrite as follows:

— ris taken as the sample size.

u*is ar x 1 vector.
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The elements of u* are correlated with each other, beacuse each element of u* is a
function of uy, u,, - - -, u,.
The variance of u* is:

V) = V(Z'u) = c*Z'QZ.

Go back to GMM:

(- XBYZ(Z'QZ)"'Z' (y - XB)
=VZ(Z'QZ) 2y - BX Z(Z'QZ) ' Z'y -y Z(Z'QZ)'Z’XB + B X' Z(Z'QZ)' 7' XB
=VZIWZ'y -2y Z(Z'QZ)'Z'XB + B X' Z(Z'QZ)"' 7' XB.

Note that 8'X’'Z(Z'QZ)~'Z'y = v Z(Z'QZ)~' Z' X8 because both sides are scalars.

0x’'Ax

0A
Remember that oax A’ and
X

= (A + A)x.

135



Then, we obtain the following derivation:

Ay = XBYZ(Z'QZ)'Z'(y - XP)

p
= 2 Z(Z'QZ)'Z’X) + (X' Z(Z'QZ)'Z'X + (X' Z(Z'Q2)"' 7' X))

= 2X'Z(Z'QZ) ' Z'y +2X' Z(Z'QZ2)' Z’XB = 0
The solution of § is denoted by Bgara, Which is:
Boum = X' Z(Z'Q2)'2X) ' X' 2(2Q2)"' Z'y.
The mean of By, is asymptotically obtained.

Boum = X' Z(Z'QZ) ' 2’ X) ' X' Z(Z'QZ)" 7/ (XB + u)
=B+ (X'Z2(ZQ2)'2X)' X' 2(2QZ2)"' Z'u

=p+ ((lX’Z)(lZ’QZ)_l (lZ’X))_l(lX’Z)(lZ’QZ)‘l Lz
n n n n n n
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We assume that

1_, 1_,

-XZ — M, and -Z'QZ — My,

n n
which are k X r and r X r matrices.

. l_, :
From the assumption of —Z'u — 0, we have the following result:
n

Boum — B+ M Mo M) "M My x0=p.

Thus, Beuum 18 a consistent estimator of 5 (i.e., asymptotically unbiased estimator).
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The variance of Bguu 1S asymptotically obtained as follows:

V(Bomm) = E((Bomm — EBomm)Barm — EBaum))') = E(Bomm — B Bovm — ')
= E((X’Z(Z’QZ)‘IZ’X)‘1X’Z(Z’QZ)‘IZ’u((X’Z(Z’QZ)‘lZ’X)‘IX’Z(Z’QZ)‘IZ’u)’)
= E((X’Z(Z’QZ)—‘Z'X)—‘X’Z(Z’QZ)—‘Z’uu’Z(Z’QZ)—‘Z'X(X'Z(Z'QZ)—‘Z’X)—‘)
~ (X'Z(ZQZ2)'Z’X) ' X' Z(Z'QZ)  ZEuu)Z(Z'QZ) ' Z’ X (X' Z(Z'QZ) ' 7' X) !
=X (X' Z(ZQ2) 2 x).

Note that By — B implies E(Bgyy) — B in the 1st line.

~ in the 4th line indicates that Z and X are treated as exogenous variables although

they are stochastic.

We assume that E(uu’) = 0®Q from the 4th line to the 5th line.
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