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1 Preliminary

Today, we review the (linear) generalized method of moments (GMM). The empirical

example refers to the paper of monetary economics.

2 Model Setting and the Order Condition
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2 Model Setting and Order Condition

The following discussion is explained in Chapter 3 of Hayashi (2001) and Chapter 8

of Wooldridge (2010). Suppose the following regression model:

yi = xiβ + ui (i = 1, 2, · · · , n), (1)

where xi = (1, xi2 , . . . , xiK ) ∈ R1×K and β ∈ RK×1. Assume that the instrumental

variables in Eq. (1) are zi1, . . . , ziM . In addition, the endogeneous variable is xiK . Then,

we have 1×L vector of the exogeneous variables zi = (1, xi2, · · · , xi(K−1), zi1, · · · , ziM ).

Assume that the orthogonality condition of the regressors and error terms are violated.

Then, we must estimate Eq. (1) by using the external instrumental variables and we

have

E[z′i(yi − xiβ)] = 0. (2)

Thus, multiplying both sides of Eq. (1) by z′i and taking the expectations yields

E[z′ixi]β = E[z′iyi]

To estimate Eq. (1) by the above relationship, the rank condition is important.� �
Assumption 2.1 (Rank Condition) The matrix E[z′ixi] ∈ RL×K is full column

rank.� �
The above assumption is a sufficient condition to derive a solution to the simultaneous

equation system. Since E[z′ixi] ∈ RL×K , (Assumption 1.1) requires the columns of

this matrix to be lineary independent. A necessary condition for the rank condition is

the order condition, explained as follows*1.

*1 The model setting used in this class is the same as the Econometrics I TA session #14 (2SLS).
Therefore, L(= K +M) is larger than K. However, in general case, we may have zi as a 1×K

vector if we can identify the linear model.
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� �
Remark 1.2 (Order Condition for Identification) A necessary condition for iden-

tification is L (#exogeneous variables) ≥ K (#regressors).

• L > K: Over Identified (→ 2SLS or GMM)

• L = K: Just Identified (→ IV)

• L < K: Under Identified (*We can NOT estimate the regression model.)� �
3 GMM Estimator

If Eq. (1) is just identified, we can derive the IV estimator as

β̂IV =

(
1

n

n∑
i=1

z′ixi

)−1(
1

n

n∑
i=1

z′iyi

)
.

However, in the case that the model is over identified, we cannot generally choose K×1

vector β̂ to satisfy L equations. Therefore, we must use other methodologies like 2SLS

or GMM.

3.1 Deriving the GMM Estimator

In the case of the over identified model, we choose β̂ so that 1
n

∑n
i=1 z

′
i(yi − xiβ) is

as close to zero as possible. Generally, we use a weighting matrix in a quadratic form:

β̂GMM = arg min
β

[(
1

n

n∑
i=1

z′i(yi − xiβ)

)′

W

(
1

n

n∑
i=1

z′i(yi − xiβ)

)]
. (3)

In practice, we solve the following minimization problem to derive the estimator of Eq.

(1):

min
β

(Z ′(y −Xβ))
′
W (Z ′(y −Xβ)) . (4)

Then, using multivariate calculus, we have a closed form solution:

β̂GMM = (X ′ZWZ ′X)−1(X ′ZWZ ′y). (5)

Surely, we must estimate W in Eq. (5). Therefore, we represent β̂GMM as β̂GMM =

(X ′ZŴZ ′X)−1(X ′ZŴZ ′y).� �
Assumption 3.1 Assume that Ŵ

p−→ W as n → ∞, where W is a random, sym-

metric, L× L positive definite matrix.� �
In this class, we regard the inverse matrix of the variance–covariance matrix of Z ′u as

W . Suppose that Var(u) = σ2Ω. Then, Var(Z ′u) = E(Z ′u(Z ′u)′) = σ2Z ′ΩZ = W−1.

3



3.2 Properties of the Linear GMM Estimator

By the previous subsection, the solution of Eq. (3) is obtained as

β̂GMM = (X ′Z(Z ′ΩZ)−1Z ′X)−1X ′Z(Z ′ΩZ)−1Z ′y. (6)

This estimator has consistency and asymptotic normality.� �
Theorem 3.2 Under the (Assumption 2.1) , (Assumption 1.2), (Assump-

tion 3.1) and the orthogonality condition, β̂GMM has consistency and asymp-

totic normality.� �
Proof. We begin with the proof of the consistency. By Eq. (6), we have

β̂GMM = (X ′Z(Z ′ΩZ)−1Z ′X)−1X ′Z(Z ′ΩZ)−1Z ′(Xβ + u)

= β + (X ′Z(Z ′ΩZ)−1Z ′X)−1X ′Z(Z ′ΩZ)−1Z ′u

= β +

[(
1

n
X ′Z

)(
1

n
Z ′ΩZ

)−1(
1

n
Z ′X

)]−1

×
(
1

n
X ′Z

)(
1

n
Z ′ΩZ

)−1(
1

n
Z ′u

)
. (7)

Here, we assume that 1
nX

′Z
p−→ Mxz and 1

nZ
′ΩZ

p−→ MzΩz. From the orthogonality

condition, we can prove that the GMM estimator has consistency. Next, we prove the

asymptotic normality. From the CLT, we can say that

1√
n
Z ′u

d−→ N(0, σ2MzΩz).

From the above relationship,

√
n(β̂GMM − β) =

[(
1

n
X ′Z

)(
1

n
Z ′ΩZ

)−1(
1

n
Z ′X

)]−1

×
(
1

n
X ′Z

)(
1

n
Z ′ΩZ

)−1(
1√
n
Z ′u

)
.

By using this result, β̂GMM is asymptotically distributed as:

√
n(β̂GMM − β)

d−→ N(0, σ2(MxzMzΩz
−1M ′

xz)
−1). (8)

Practically, we use s2 := 1
n−K (y −Xβ̂GMM )′Ω−1(y −Xβ̂GMM ) instead of σ2.
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4 Empirical Example

In this class, we would like to introduce a paper that applies the linear GMM esti-

mation. L’œillent and Licheron (2012) estimates an extended Taylor rule to clarify the

sensitivity of the European Central Bank (ECB) to oil price fluctuations. The original

Taylor rule is refered to describe the target of the interest rate set by the central bank:

i∗t = īt + β(πt − π∗) + γ(yt − y∗),

where īt is the equilibrium nominal interest rate, πt is the inflation rate, yt is the

output growth rate. π∗ and y∗ are targets of production level and interest rate. They

added a smoothing parameter ρ and 12-month variation of nominal oil prices ∆ot,

which indicates whether the oil prices increase or not. Therefore, the above equation is

rewritten as

it = ρit−1 + (1− ρ)[̄it + β(πt − π∗) + γ(yt − y∗) + λ∆ot] + ut.

In practice, their modified Taylor rule is described as follows:

it = α1 + α2it−1 + α3(π
e
t − π∗) + α4(yt − y∗)e + α5∆ot + et. (9)

Remind that (πe
t −π∗) implies the difference between the consumption index calculated

by the ECB and the inflation target (2%). Besides, they derived the monthly forecast

real GDP by the Hodrick-Prescott filter. Therefore, (yt − y∗)e is the deviation of the

interpolated GDP from the trend. They estimated by the two-step efficient GMM

estimator initiated by Hansen (1982). The instruments are all explanatory variables

and ex-post inflation.
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• The first two columns: comparing the outcome of the standard rule with and

without smoothing parameter

• The third column: estimating Eq. (9)

• The fourth column: checking the assumption of an asymmetric behavior of the

ECB

• The last column: assessing a potential nonlinear reaction of the oil prices
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