8.2 Unit Root (More Formally)
Consider y, = y,-1 + € and yg = 0.

=€ +6&+ - +6& ~ N(,tc?)

1 1 t o, 5
ﬁy, = ﬁ(el +e+ - +6) ~ N(O,TO') — N(0,ro")
where0 <r<landr= %

Note that time interval (1, 7') is transformed into (0, 1), divided by 7.
1 1
NTo NTo

. . . . t . .
As T (t at the same time) goes to infinity keeping r = T W(r) results in a continuous

t
y, = @+e+ - +&) ~ NO.2) — NO=Wn

function of r where r takes any number between zero and one.

W(r) is a normal random variable with mean zero and variance r and it is called the

Brownian motion.
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Moreover, we consider the following:

1 1
—yw=——(@E+e+ - +&) — NO, )= W)

VTo VTo

For ¢ > t, we have the following:

1 1
— Yy = (e + - +&+ea+ - &) — NO, )= W)
VTo To o f
1 1
= v+ (€41 + -+ €).
,—TO_ t ,—TO_ 1+ t

Therefore, we have

1 1 1
y =
VTo VTo ' VTo
That is, W(r) is independent of W(r") — W(r) for ' > r.

Yr = (€1 + -+ &) —> NO,7" —r)=W0F) - W)
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Moreover, note as follows:

1 _ l Vi N !
TWJZ%— T;:( ﬁ(f) fo W(r)dr

T 1
1
where T and Z are replaced by dr and f as T goes to infinity.
t=1 0

t+1

t
We devide the time interval (0, 1) into 7 time intervals (7, T)

That is, time interval (1, 7T') is transformed into (0, 1).

Vi
To

(*) We know that

t
— W(r) as o — T
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Summary: Properties of W(r) for 0 < r < 1:

1. W) = NQO,r) = W(r) is a random variable.

2. W) = N, 1)
3. W()? = YA = Remember that Z> ~ y*(1) when Z ~ N(0, 1).
4. W(r) is independent of W(r") — W(r) forr < r'.

5. W(ry) — W(r3) is independent of W(r,) — W(r))forO <ry <ry <r;<ry <1.

— The interval between r, and r; is not overlapped with the

interval between r, and r;.
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e True Model y; = y,_; + ¢ vs Estimated Model y, = ¢y,_; + ¢: Under ¢ = 1,
we estimate ¢ in the regression model:
V=@V + &

OLS of ¢ is:
Zthl V-1t — b+ Z[T:I Yi-1€&
Zszl yzz—l ZzT=1 )’12—1

As mentioned aove, the numerator is related to:

1 < R S B B ey ]
27 59230 “aer € = W5

which is rewritten by using the Brownian motion W(1).

b=

The denominator is:

1 T ) 1 T ¥, 2 1 5
E e E = E — W(r)-d
0'27—'2 yt ! O'2T2 Vi (O- \/_ 0 (r) ’




1 t
where T — dr and — W(r) for T —r.

g

Thus, under ¢ = 1, T(¢ — ¢) is asymptotically distributed as follows:

1 &
ﬁ Zyt—lft l(W(l)z _ 1)
TG-9)=TG-1=— = 2
2
OTTZZy’Z‘l ; W(r)-dr

t=1
e ¢ value:

In the regression model: y, — y,_1 = Ay, = py,_1 + €, OLSE of p = ¢ — 1 is given by
p=¢-1
O -1
t value is L
Sp S¢
Note that s, = s, because of V() = V(¢ — 1) = V().

<o

, where s, and 54 denote the standard errors of p and .
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The standard error of ¢, denoted by sg, 18 given by: s2

T

T Z(y, — ¢y,_1)*, called the standard error of regression.

t=1

1 < .
= T Z()’t - ¢)’z—1)2
=1
| - .
== Z(e, =@~ Dy’

TTL
1 T

T ¢

1

I IS

—

The random variables in [] converge in distribution..
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T 1 . T
& - ——<¢ - 1)2%,16, +(@-17 Zy?_l

& - %[T«ﬁ—l) TUZZymet %[T@—l)

T .2
Zt:l y[_l

T2

, Where s

zzyzl



Note that in the right hand side of the fourth line the second and third terms go to

zero, because we know the followings:

1 T
— > &€ — o’
r =1
1 2
r-n — 0]
1
Jy W(rdr
1 < 1,1
mzymﬁ — EW(I) ~3

) 1 52
Therefore, from s 5=
T 2 0—2 1 Z T
7257 Lur=1Yi-1

, we obtain T°s; —> ( fol W(r)zdr)_l.
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t value is given by:

b-1_1@-1n  H(Wr- D/ wepdr  H(way-1)

e TS (' weear) (f werpan)™

which is not a normal distribution.
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e True Model y, = y,_; + ¢ vs Estimated Model y, = @ + ¢y,_; + ¢: Under

a =0and ¢ = 1, we estimate a and ¢ in the regression model:

yi=a+oy 1 t+e

OLSEs of @ and ¢ are:

A RSl I P 9 X P B
¢/ \Zyvr Ty Ty ¢l Ty Ty \Zye
_ a)+ 1 (Zyil —Zyt_l)( Y& )

o) TEY, —Eye)* -3y, T 2 V16

a’) N 1 ((Z yf_l)(Z &) — (X Y1) yt—lft))
o) TEY, ~Cyve)?\ -y )Ee) +T(Tye)
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0y ytz)(% 2&) =YX V1€

:(a)+ Ly =Ty
¢ —52 & + Zyt—lft
>y -Ty

Note that + 3, y.-1 ~ + Xy, =y and Y, y* | ~ X y* for large T.
In the true model, @ = 0 and ¢ = 1.

0 y?)(% 2E&) =YX Vi1&

( a )_ S =Ty
‘2’_ 1 VO &+ 2 Vi16
S =Ty

For each element of the vector, we consider each term in the numerator and denomi-

nator.
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T
b E Yi-16€:
t=1

Taking the square of y, = y,_; + & on both sides, we obtain: y> = y* | + y_1& + €.

Then, we can rewrite as: y,_ € = %(\/f - ytz_ | = 6,2) for yo = 0.
Taking a sum from ¢ = 1 to 7', we have:
T 1 & . 1 &
;yt—lft_EZl V1 T & —_T_EZI

which is divided by T'o? on both sides, then we obtain:

1 « 1, yr
—_— y_e:_
o 2 = 5

)2 ! 1ZT‘JZ—>1W(1)2—l
) T 202T L 2 2

=1

T

1
= W(1) and - e — EE)=0c

To =1

Note that
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oy
1+ 1+
Note that T ; y, =y and T ; yi—1 =Y. We can rewrite y as follows:

T

R A 1 y
:?;yt: \/TO'?Z \/TZO-

t=1

which is rewritten as:

1
f W(r)dr

=1

Vi
To

Note that

t
— W(r) asf — .
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1 &
From Z)’, 1= Zy,, we obtain: — Z \/_O_ 2 f W(r)4dr.
t=1

Vi
To

Note that

t
— W(r) as . — T
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Z)’t 1€ — yZ €

Thus, ¢ -1 = is rerwitten as:
Z)’t
1
T(& TO-Z(Zyt 1€ — yZﬁ) TO'2 Zyt 16 — ﬁ)(TZ )
2 ¥\
T2 2(Zyt Ty’ Z \/_a \/_ )

YW - 1) = wa) ) Wrdr
[ werrdr - (f wedr)

Remember that OLSE of « is given by:

. CyHF X&) -V yei&
a=aq+ -
Zyt _Ty
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Under a = 0, @ is rewritten as follows:

o7 X j%j)( e ze» - () 2 re)

T& =

2
T Z \/_ 0' x/_ 0')
W) [ W2dr - o k(W2 - 1) [ W(rdr

[ wrrdr - (f werdr)

—

Thus, convergence speed of ¢ is different from that of @.

Neither VT@& nor T(¢ — 1) are normal.
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