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Multiple Regression Model

o Consider the following regression model:

Yi = Brzin + - 4 Brxik + i = @i + g,

fori=1,--- ,n, where uy,--- ,u, are assumed to be mutually independently and
indentically distributed with mean zero and variance o2,
_ k
i = (T, ,x) €ER
and
b1
B=1: | eR"
B
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Multiple Regression Model

@ The stacked model is given by

y=XpB+u,
where
Y1 1 U1
y: ER”7 X: EMTLX]C(R)7 u = ER”
@ Throughout this section, we assume that the explanatory variables x;, i =1,--- , k are
fixed.
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Derivation of the OLS Estimator

o Consider the following objective function:
S(B)=(y—XB)(y—XB).
@ The OLS estimator is

B = arg min S(B).
B

Ryo Sakamoto

Econometrics Il TA Session #1



Derivation and Small Sample Properties of OLSE
0000®000000000000000

Derivation of the OLS Estimator

e The F.O.C.is

95(8) _ —2X'y+2X'Xj3 = 0.

op

@ Solving the equation above, we have the OLS estimator:

f=(X"X)"'Xy. (1)
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Derivation of the OLS Estimator

@ The S.0.C. is that
0°5(B)
opop’
must be a positive definite matrix.

o The differential coefficient is 2X'X € My, (R) which is positive definite since for any
vector a € R¥ such that a # 0,

d(X'X)a=(Xa)Xa=27z2= Zz? > 0,
j=1

where z := Xa.
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Mean of the OLS Estimator (Unbiasedness)
@ To obtain the properties of the OLS estimator, we rewrite (1) as follows:
B=(X'X)"'X'Y

= (X'X)'X"(XB +u)

=B+ (X' X)X u. (2)
e Taking the expectation on both sides of (2), we have

E(B) = E[f + (X'X) "' X"y]
=B+ (X'X)'X'E(u) = 5,

because of E(u) = 0 by the assumption.
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Variance of the OLS Estimator

@ The variance of the OLS estimator is

V(B) = E[(B3-8)(3 - 8)]
= B{(X'X) 7 (X w)[(X'X) ! (X"u)] }
- E[(X’X)_IX’uu’X(X’X)_l}
= (X'X)"'X'B(ud) X (X'X)!
=o?(X'X)"L.
o The fifth equality comes from the assumption that w; is mutually independently and

identically distributed with mean zero and variance o2, which implies that
E(u?) = 02, Vi and E(uu;) =0, Vi # j.

3
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Gauss-Markov Theorem

@ The OLS estimator is a BLUE (best linear unbiased estimator), i.e., minimum variance

within the class of linear unbiased estimators.
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Proof

@ Consider another linear unbiased estimator B

B=Cy=C(XB+u)=CXB+ Cu, (3)

where C' € M, (R).
@ Taking the expectation of B we obtain:

E(f) = CXB+ CE(u)
— CXB.
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e Since 3 is unbiased, E(B) = 8 must be met, which implies
CX = I.
@ Substituting this into (3), we have

B=CXB+Cu=p+ Cu.
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@ The variance of [ is

V(B)=E[(B-8)(3-p5)]
= E(Cuu'C")
= CE(uu)C'
=0
e Now, let C =D + (X'X)71X’, then
V(B) = o2CC’
=o*[D+ (X' X)'X'][D+ (X' X)"'Xx]
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o Calculating C'X, we have

CX =[D+(X'X)"'X'|X
= DX + I,

@ Since CX = I;, must be met (. unbiasedness of ), we have the following condition:

DX =0¢ kak(]R).
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@ Substituting this condition into the variance of 3, we have

[D+ (X' X)X [D + (X' X)"'X]
= (X' X))  +0?DD’ + (X' X)" Y (DX) + o?DX(X'X)!

e Thus, V(B) — V(J) is a positive definite matrix.
o This implies V(53;) — V(B;) > 0 for all j € {1,--- ,k}.

o Therefore, the OLS estimator /3 is a minimum variance (i.e., best) linear unbiased
estimator of 5. (QED)
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Distribution of the OLS Estimator

So far, u; has not been assumed to follow a normal distribution.

@ However, we need the normality assumption to obtain the distribution of the OLS

estimator in the small sample.

@ Then, hereafter we assume
U ~ NR(O,O’2) = u ~ NRn(O,O'2In>.

@ Under normality assumption on the error term w, it is known that the distribution of the

OLS estimator is
B ~ N (6,02(X’X)*1>.
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Proof

@ The moment generating function of u is

which comes from u ~ Nga (0, 0%1,).
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@ The moment generating function of Bis
¢5(0p) := B[ exp(635)]
= E{ exp [9/’35 + GIB(X'X)_lX’u} }
= exp(f30) - E{ exp [QE(X/X)ilX/U} }

= exp(058) - du (05(X'X) 71 X)
0.2
5

— exp(638) - exp { 0 x) ! X’]'[%(X’X)AX'} }

2
= exp(03) - exp [JQGIB(X'X)_I%}
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¢p(03) = exp(050) - exp 7%()( X)" 05
1
= exp [%ﬂ + 29’502(X’X)_105] .

e This is equivalent to the normal distribution with mean 3 and variance o(X'X)~!.

(QED)
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Distribution of the OLS Estimator

o Taking the jth element of B its distribution is

Bi — B

~ Ngr(0,1),
o2(X'X) ;!

Bj ~ NR<Bj,02(X’X)jj1> —

where (X’X)j_j1 denotes the jth diagonal element of (X'X)~1.

@ Replacing o2 by its estimator s2, we have the following ¢ distribution:

~

Bi — Bj

~ t(n—k),
(X' X)

where t(n — k) denotes the ¢ distribution with n — k degrees of freedom.
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Distribution of the OLS Estimator

o 2 is taken as follows:

n—k

which is an unbiased estimator of o2.
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Properties of OLS

@ So far, we have looked at

e how to derive the OLS estimator
e small sample properties

@ how to derive the mean, variance and distribution of the OLS estimator

o the Gauss-Markov theorem (efficiency)

@ In what follows, we will focus on the large sample properties of OLS estimator:

e consistency

e asymptotic normality
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Consistency and Asymptotic Normality

@ In Appendix, we can review the asymptotic theory.

Convergence in distribution

Convergence in probability

Chebyshev's inequality

Slutsky’s theorem

Central limit theorem
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Consistency

In what follows, we assume that the explanatory variables are random.

In addition, we impose the exogeneity assumption Efu|X] = 0.

@ The error term is assumed to be

uilx; ~ (0,02) = ulX ~ <0,021n).

@ Note that we do not need the normality assumption.
@ The OLS estimator is a consistent estimator, i.e., § —— 8.
n—o0
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Proof
@ The OLS estimator is

B=pB+(X'X)"'X"u

1 -1
=B+ (X’X) ~X'u
n n
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Proof

@ By the law of large numbers, we have

1 n
- Zm;xz —L & Elzle] = My € Mixi(R),
i=1

n—oo
1 n
P
-y zyuy —— Elzju]
n - n—00
1=

@ Using the law of iterated expectation,

Elziu;] = B[z, E(u;|z;)] = 0.
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Proof

@ By the Slutsky theorem, we have

. 1 & 1 &
=1 i=1
—— B+ M. 0=25

n—oo

which concludes the proof. (QED)

Ryo Sakamoto

Econometrics Il TA Session #1 29 / 44



Large Sample Properties of OLSE
0000000e00000

Asymptotic Normality

@ The asymptotic normality of the OLS estimator means

VA= B) — Nen (0.02M).
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Proof

@ Rewriting the expression of the OLS estimator yields

n —1 n
b=pt (5 Datn) 2 Y
=1 =1
. 1 & 1 &
<:>5—5:<an;$,) —E:acuZ
i=1 =1
n —1 n
R GCEE R COOE ) ) 3E
i=1 =1
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@ By the law of large numbers and the Slutsky's theorem, we have

@ By the central limit theorem, we have

ﬁ(;;x;uz) ﬁ Ngk (O,V(x;uz))
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= O'QE[.Z‘;J)Z']

= 02 M.

@ Then, we have
1 — d
Jﬁ(n;x’u> —— N (0, aQMm).
1=
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@ By the Slutsky's theorem, we have
1 — -1 1 « d
<n > N) vn (n > M) oo Mz B,
i=1 i=1
where

B ~ Nax (0, a2Mm).
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@ Note that
B ~ Ny (0,02Mm) = M1 B ~ N (O,UZM;;).
@ Hence, we have

VaB—8) —1 N (0,02M;;).

n—00

which concludes the proof. (QED)
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Moment Generating Function (FaE=RREI%K)

e X is a random variable and X ~ Ag(u, 0?).

@ Then, the moment generating function is given by
M(0) := Elexp(0X)]

= exp (;19 + 5029>.
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Moment Generating Function (FaE=RREI%K)

e X is a random vector and X ~ Ngn (1, 3).

@ Then, the moment generating function is given by
¢(0) == Elexp(¢'X)]

= exp (9’# + ;0/29) .
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Convergence in Distribution (2 #1UXZR)

@ A series of random variables X1,---, X, -, have distribution functions
F, - F,, -+, respectively.
o If
lim F, = F,
n—oo

then we say that a series of random variables X7, Xo,--- converges to F' in distribution.
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Convergence in Probability (FEZRINER)

o Let {X,,},n=1,2,--- be a sequence of random variables.

o If
le P(|X,—0] <¢) =1, Ve >0,
then we way that {X,,} converges to 6 in probability.

e We denote as X,, —— 6.

n—oo
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Chebyshev's Inequality

o Let g: R" — R.
e For g(X) >0,

Plg(X) > k] < =2

where k is a positive constant.
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Slutsky’s Theorem

o Let X,, and Y,, be random variables such that X, —? 5 cand Y., P .4
n—oo n—oo
@ Then,
O X,+Y, L2 —c+d
n—oo
@ X,Y, —~—cd
n— oo

0 X,/v, % ¢/d for d # 0
9 g<Xn) ﬁg(e)
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Central Limit Theorem: Univariate case

® X1, -+, X, € R are mutually independent and identically distributed as X; ~ (u, o2).
@ Then,
X-EX) X-
X)Xk 4 a0,
~ — n—+00
V(X) vn

which implies

where X := 1 5™ X,
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Central Limit Theorem: Multivariate case

e X1,---, X, € RF are mutually independently and identically distributed as X; ~ (i, ¥).

@ Then,
1 n
%Z(Xi_,u) ﬁ Ngx(0,%).

i=1
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