S Time Series Analysis (LI 00 U 0O )

5.1 Introduction
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1. Stationarity (U O [J):

Let yi, 2, -+, yr be time series data.
(a) Weak Stationarity (0 0 0 [0)
EQn) = u,
E((y: = )i — ) = (1), 7=0,1,2,---

The first and second moments do not depend on time.

The second moment depends on time difference, not time itself.

(b) Strong Stationarity (U 00 0):

Let f(yy, ¥1,» - -+, ) be the joint distribution of y,,, y,,, - - -, y1,.
f(yh s Vst ,yz,) = f(yh+ﬂ Vortrs o ’yt,+‘r)
All the moments are same for all 7.
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2. Ergodicity (U OO O0OO):
As time difference between two data is large, the two data become independent.
Y1,Y2, -+, yr 1S said to be ergodic in mean when y converges in probability to

E(y).

3. Auto-covariance Function (O 00 O0O00O00O):

E(5vr = Q- = 1)) = y(1), 7=0,1,2,-

¥(7) = y(=1)

4. Auto-correlation Function (U 0O 0O O0):

_ B =0 —) _ y(@
\Var(y) y/Var(y,,)  ¥(0)

Note that Var(y,) = Var(y,_.) = y(0).

p(7)
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5. Sample Mean (D OO ) :
1 T
H= T ZYt
t=1
6. Sample Auto-covariance (0 00O O0O0):

1 T
¥ = = D 0= D0 = )

t=7+1

7. Correlogram (U 00O 0O0O0O,or 00 0O00O0OOO):

8. Lag Operator (U OO O0):

LTyt:yt—‘D T= 1329"'
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9. Likelihood Function (O [J [0 [0 ) — Innovation Form :

The joint distribution of yy, y,, - - -, yr is written as:

FOLy2, 5 yr) = fOrlyr—1, - yO)fQOr-1, -+, 1)
= fOrlyr=1, - YOS Or=1lyr-2, -, yOfOr—2, -+, y1)

= fOrlyr=1, - yO)SfOr=1lyr—2, -, y1) -+ fOrlyD)fO1)
T

= o0 [ [ f@dyis .y,
=2

Therefore, the log-likelihood function is given by:

T
log f(yi,y2,+ -+, yr) =log f(y1) + Z log f(Velye=1,- -+ y1)-
=2

Under the normality assumption, f(y,|y,—1, - -, y1) is given by the normal distri-

bution with conditional mean E(y;|y,_, - - -, y1) and conditional variance Var(y,|y;,_1,
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5.2 Autoregressive Model (U 0 OO O0OO or AROO[)

1. AR(p) Model :

Vi= 01yt Gyt o Py, + &,

which is rewritten as:
¢(L))7t = &,
where

o(L) = 1—¢1L—¢2L2_ e =@ LP.

2. Stationarity (0 O O):

Suppose that all the p solutions of x from ¢(x) = 0 are real numbers
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When the p solutions are greater than one, y, is stationary.

Suppose that the p solutions include imaginary numbers.

When the p solutions are outside unit circle, y, is stationary.

. Partial Autocorrelation Coefficient (U O OO OO0 ), @y ¢

The partial autocorrelation coefficient between y, and y,x, denoted by ¢y, is
a measure of strength of the relationship between y, and y, ;, after removing

influence of y,_1, * -, Yix+1-

é11 = p(1)
( 1 P(l))(¢2,1)_(P(1))
p(l) 1 /\¢y, p(2)
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L p() p2)\(¢s. p(1)
[P(l) 1 p(l)][¢3,z] = [0(2)]
p2) p(l) 1 ¢33 p(3)

k.1

1 P ph=D pk- Dy p(1)

(1) 1 =3 phk-2 | | [p@
Dk k-1

pk—1) pk=2) - p(l) 1 p(k)
Pr ke
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Use Cramer’s rule (U O O O 0O O O O) to obtain ¢y .

1 p1) -+ pk=2) p(l)
p(1) 1 plk—3) p(2)

plk=1) p(k=2)--- p(l) p(k)

L p(l) - plk=2) plk = 1)
p() 1 plk—3)plk—2)

i =

plk=1) ptk=2)--- p(1) 1
Example: AR(1) Model: y, = ¢y, + €

1. The stationarity condition is: the solution of ¢(x) = 1 —¢1x =0, 1.e., x = 1/¢y,

is greater than one in absolute value, or equivalently, |¢,| < 1.
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2. Rewriting the AR(1) model,

Vi=P1yi1 + &
2
=d V2t &+ i€

3 2
=P Vst &+ P61 + P62

=P\ Vst &+ e+ - + ¢f_le,_s+1.
As s is large, ¢) approaches zero. = Stationarity condition
3. For stationarity, y, = ¢1y,—1 + € 1s rewritten as:
Vi =&+ 161 + ¢%€z—2 + .-

MA representation of AR model.

(MA will be discussed later.)
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4. Mean of AR(1) process, u

u=E®Q;) =E(e+ ¢€_1 + gbfe,_z + --)
=E(e) + ¢1E(6-1) + $1E(2) + -+ =0

5. Variance of AR(1) process, y(0)

Y0) = V() = V(& + pr61 + $lea+ )
= V(e) + V(r61) + V(i) + -

= V(&) + ¢1V(€1) + $1V(62) + -

0_2

-4}

6. Autocovariance and autocorrelation functions of the AR(1) process:

= (1 +¢i+¢+ -+ )=

Rewriting the AR(1) process, we have:
V= ¢b’t—r +6+dig+ -0+ ¢71-_1€t—7+1-
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Therefore, the autocovariance function of AR(1) process is:

Y(@) = E(r — ) Yi—r — ) = EQyi-1)
= E((‘ﬂ)’t—r +&+dieg+ -+ ¢T_16t—r+1))71—7)

= ¢;E(yt—7yt—7) + E(Etyt—‘r) + ¢1E(€I—1yt—7') + -0 (p‘{_]E(et—THyt—T)

O.2¢T
= 6"v(0) = L
The autocorrelation function of AR(1) process is:
7( )
(1) = = ¢].

. Another Derivation of y(7):
Multiply y,_. on both sides of the AR(1) process and take the expectation:
EQGwyi-o) = $1E(yi-1yi—0) + E(&y1-1)
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ory(t— 1), fort # 0,
y(1) =
pry(t— 1)+ 02, fort = 0.

Using (1) = y(-7), y(7) for T = 0 is given by:
¥(0) = ¢1y(1) + 0 = ¢7¥(0) + 0.

Note that y(1) = ¢y(0).

Autocovariance function y(7) is:

Y@) =gyt - 1) =¢iy(r=2) = -+ = ¢Iy(0).

Therefore, y(0) is given by:




8. Partial autocorrelation function of AR(1) process:

é1.1 = p(1) = ¢4
| 1 p(D)

by = LD 10(2)‘:p(2)—;0(1)2:O
22 | 1 p(l)‘ 1= p(1)

p(h) 1
9. Estimation of AR(1) model:

(a) Likelihood function

T
log f(yr,--+,y1) =log f(y:) + Zlogf(ytlyt—la"'ayl)
=2

1 1 o2 1
= ——log(2n) — < log( ) - yz
2 2 1-¢3] o2/(1—¢>)"
T-1 T-1 1 <
——— log(2m) — ——log(?) = = > (= $1yi-1)’
o =2

2
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1
202/(1-¢?)

1 Z

2 § 2
Yi— 202 - Ve = d1yi-1)
Note as follows:

IS S 2)
2702 (1 - ¢?) eXp( 277/(1— ¢3!

fo) =

1
SOyi-1,--,y1) = eXp (_F@t - ¢IYt—1)2)

2no?

dlog f(yr, -+, y1) T 1 1 s 1 < )
= —_—— _ 3 — 0
607 25t By 3 20 )
dlog f(yr, -, y1) . 6, 1 T
= — R - _ ~ = 0
il 1 - ¢ TNt 5 22 Or = 1y-1)yi-1
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The MLE of ¢, and o satisfies the above two equation.
1 T
7 == ((1 =iy + ;(y, - ¢1y[_1>2]

Sy (s 721\
1= 25 et - —= | D0
Zt:Zy[_]

(b) Ordinary Least Squares (OLS) Method

ot

T
S(¢1) = Z(Yt — $1yi-1)
P

is minimized with respect to ¢.

(25 _ Z;T=2)’t—1)’t — ¢ + Z[T=2yt—1€z — b+ (1/T) Zthz)’t—lft
1= —F 5 =01t ———— =¢1
PIERA PIPRA (1/T) 2,2,
E(y,_
L+ (yzzlfz) — ¢,
E(yt_l)

OLSE of ¢, is a consistent estimator.
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The following equations are utilized.

E(y,-16) =0

E(y;)) = Var(yi-1) = ¥(0)
10. Asymptotic distribution of OLSE ¢;:

VT (¢, — ¢1) — N(O,1—¢?)

Proof:

V16, t =1,2,---, T, are distributed with mean zero and variance

From the central limit theorem,

(LT T, ym1€
at/(1 - ¢/ NT
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11.

Rewriting,

1 < o
ﬁZy, 16 — NO, 1_¢2>
1=
Next,
1w, o?
T;y,_l — B0L) =¥0) = =5
yields:
. 1/NT) Y v
VTG -y = LD 2o VelG 0,1 - )
(1/T) Zt:l y,_l
Some formulas:
(a) Central Limit Theorem
Random variables x;, x;, ---, x7 are mutually independently distributed

with mean y and variance 0.

Define x = (1/T) Y., x,.
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Then,
x—EXx x-u

WE  o/NT

(b) Central Limit Theorem II

— N, 1)

Random variables x;, x,, - - -, x7 are distributed with mean u and variance

o2,

Define x = (1/T) Y _, x,.

Then,
x—EX)

VV(x)

(c) Let x and y be random variables.

— N, 1)

y converges in distribution to a distribution, and x converges in probability

to a fixed value.

Then, xy converges in distribution.
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For example, consider:
y — N(u,o?), x — c.

Then, we obtain:
xy — N(cu, *o?)
12. AR(1) +drift: Vi=U+ D1y + €&
Mean:

Using the lag operator,
¢(L)y; = p + €
where ¢(L) = 1 — ¢ L.

Multiply ¢(L)~! on both sides. Then, when |¢;| < 1, we have:

ye =) '+ d(L) e
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Taking the expectation on both sides,

E(y) = ¢(L)"'u + ¢(L)'E(e)

— () = H
(1) p =4,

Example: AR(2) Model: Consider y, = ¢1y,-1 + ¢2y,2 + €.

1. The stationarity condition is: two solutions of x from ¢(x) = 1 —¢;x—¢,x> =0

are outside the unit circle.

2. Rewriting the AR(2) model,

(1-¢1L—$:Ly, = €.

Let 1/, and 1/a; be the solutions of ¢(x) = 0.
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Then, the AR(2) model is written as:
(I —aL)(1 —azxL)y; = €,

which is rewritten as:

1
T d-ab)(1-al)”
B (Cll/(Oll -—m)  —af(a) - 012))
= + €
l—alL 1—012L

Vi

3. Mean of AR(2) Model:

When y;, is stationary, i.e., @; and @, are within the unit circle,
u=E() =E(@Le) =0
4. Autocovariance Function of AR(2) Model:

(@) = E((yy = ) yi—r — 1)) = E(y;ys-1)
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= E((¢1yz-1 + $oyi2 + Et)yt—‘r)

= $E(V-1Yi-2) + $2BE(i-2yi-1) + E(€y1-1)

oy =1+ oy(r=2), for7 # 0,

Pry(t — 1) + oy(r — 2) + 02, forr = 0.
The initial condition is obtained by solving the following three equations:

7(0) = g1y(D) + 2y(2) + o2,
y(1) = ¢1y(0) + ¢2y(1),
¥(2) = ¢ry(D) + ¢2y(0).

Therefore, the initial conditions are given by:

1-¢» o’
0) = ,
) &+@%L¢y—ﬁ
o o1 1 -¢ o’
1) = 0) = .
v =17570 h—¢)h+m)a—@ﬁ—ﬁ
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Given y(0) and y(1), we obtain y(7) as follows:
y(@) =1yt — 1) + hay(r = 2), forr=12,3,---.

5. Another solution for y(0):

From y(0) = ¢1y(1) + ¢2y(2) + 02,

0.2

1 =¢1p(1) = ¢2p(2)

y(0) =

where
¢ _ B o1+ (1 = ¢2)y
s p2) =¢1p(1) + ¢ = =%, .

6. Autocorrelation Function of AR(2) Model:

p(l) =

Given p(1) and p(2),

p(t) = d1p(t — 1) + hop(T - 2), fort=3,4,---,
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7. ¢ = Partial Autocorrelation Coefficient of AR(2) Process:

Dk

1 P p=2) pl- D p(1)

(1) 1 =3 pk-2 (| | | p@
Ok k-1

plk=1) ptk=2) -  p(1) 1 p(k)
Ok ke

fork=1,2,---.
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1 p1) -+ pk=2) p(1)
p(1) 1 plk—3) p(2)

plk=1) plk=2)--- p(l) p(k)

rx =
1 p() - plk=2)pk—1)

p(1) 1 plk=3) p(k =2)

plk=1) ptk=2)--- p(1) 1
Autocovariance Functions:

y(1) = ¢1v(0) + ¢oy(1),

¥(2) = ¢ry(1) + ¢2¥(0),
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Y(@) = ¢1y(r = 1) + ¢oy(r = 2),

Autocorrelation Functions:

¢
1-¢y

2

p(1) = ¢ + ¢op(1) =

p(2) = pip(1) + ¢ = i + o,

1 -6,
p(1) = ¢1p(7 = 1) + $op(7 = 2),

_ _ ¢
dri=p(h) = 7=
' 1 P(l)‘
oy = p() p)1 _ p2) - p(1)° _
22 ' I p(l)“ 1—p(12 — 72
p) 1
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L p1) p(1)
p(l) 1 p(2)

pra = 12D_p(1)_p(3)
BIIT O e p)

p(ly 1 p(l)
p(2) p1) 1

_ (0B3) = p(Hp(2) = p(1)*(p(B3) = p(1) + PDp(MN(P(2) — 1) _ 0
(1 =p(1)?) = p(1*(1 = p(2)) + p(2)(p(1)* - p(2)) '

8. Log-Likelihood Function — Innovation Form:

T
log f(yr,+++,y1) = log fya, 1) + > 10g fGilyi1, -+, 31)
=3

s ( 1(y )(7(0) 7(1))“(y1)]
eXp - y .
27 o)y,
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y(©0) (D)
y(1) (0

1

fO2,y1) = Zt




1
FOdy-1,-,31) = eXp (_F(Yt — P1yi-1 — ¢2}’z—2)2) .

1
Note as follows:

(7(0) 7(1)): O( 1 p(l))_ 0( 1 ¢1/(1—¢z))

y(1) ¥(0) p() 1 ¢1/(1 - ) 1

. AR(2) +drift: y, = u+¢1y1 + doyi2 + &

Mean:

Rewriting the AR(2)+drift model,
dL)y, =pu+¢
where ¢(L) = 1 — ¢ L — ¢, L.

Under the stationarity assumption, we can rewrite the AR(2)+drift model as

follows:

ye =) '+ d(L) e
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Therefore,

u

E(,) = ¢(L)~! L) 'E(¢)=¢(1) 'u= ————
) =¢(L) u+¢(L) E(e) = ¢(1) [

Example: AR(p) model:  Consider y; = ¢1y-1 + oyin + -+ +d,yi—p + €.

1. Variance of AR(p) Process:

Under the stationarity condition (i.e., the p solutions of x from ¢(x) = 0 are

outside the unit circle),

2

o
0) = J .
T ST ()= - —dp(p)
Note that y(7) = p(7)y(0).
Solve the following simultaneous equations fort =0, 1,---, p:

Y(@) = E((y; = W)Y — 1)) = EQyi—o)
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) eyT =D+ doy(t=2) + -+ dpy(T = p), fort # 0,
Gy = 1)+ goy(T = 2) + - + ¢, y(t = p) + 77, fort = 0.

2. Estimation of AR(p) Model:

1. OLS:
T
min Z(yt_¢1yt—1 — Y= = Bpyiyp)
roeeesGp 1=pr]
2. MLE:

max logf()’T,"',)’l)
b1 by

where

T
1ng(YT""’)’1) = logf(}’p,"',)’Z,YI) + Z logf(ytlyl‘—l" ",YI),

t=p+1
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Y1

1 y
POy 3200 = @0V exp| =301 3V |
Yp
1 o) - p(p-=2) p(p—-1)
p(1) 1 p(p—3) plp-2)
V =v(0) . . .
plp=1) p(p=2) -~  p(1) 1
_ 1 (_L _ _ _ _ 2
Oyt -,y = 271_0_5 eXp 20_2 O = d1yi1 — P22 — o — dpYi-p) )

3. Yule=Walker (U 0 O 0O 0O 0O 0O 0O 0O ) Equation:

Multiply y;—1, yi-2, - - -, yi—p on both sides of y; = ¢1y,—1 +Poyra+ -+ +Ppy,—p +
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€ =y, take expectations for each case, and divide by the sample variance (0).

¢
1 ) pp-2) pp-1) ¢1 p(1)
py po-3 pp-2 . | @
A N N ¢p—l R
pp=1) p(p-2) ---  p((l) 1 p(p)
¢
where
1y . R D
WO =5 2 ==, PO = S

t=7+1
3. AR(p) +drift: y, =u+ ¢y +¢oyi2+ - dpyip + &

Mean:

oLy, =pu+¢

207



where ¢(L) =1 = ¢ L — ¢poL? — -+ — ¢,L7.
Y=L+ o) e
Taking the expectation on both sides,

E(y) = ¢(L)"'u+ (L) 'E(e) = ¢(1) '
_ u
l=¢1=p= -+ =)

4. Partial Autocorrelation of AR( p) Process:

¢k,k20f01‘k:p+1,p+2,"-.
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