Then, f3, is transformed into:

n

Bz = Z Ciyi = Z(wi +di)(B1 + Baxi + u;)

i=1 i=1
n n n n n n
= Bi Zwi +,322wixi + Zwiui + Bi Zdi +ﬁzzdixi + Zdiui
i=1 i=1 i=1 i=1 i=1 i=1
n n n n
=62+ Z d; + B> Zdixi + Z wiu; + Zdiui~
i=1 i=1 i=1 i=1

Equations (10) and (11) are used in the forth equality.

Taking the expectation on both sides of the above equation, we obtain:
BB =Bo+p1 ) di+p> ) dixi+ ) wBlu) + ) diB(u)
i=1 i=1 i=1 i=1

= P2+ P Zn:di + B2 zn:dixi~
i=1 i=1

Note that d; is not a random variable and that E(x;) = 0.
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Since Bz is assumed to be unbiased, we need the following conditions:

D.di=0, ) dixi=0.
i=1 i=1
When these conditions hold, we can rewrite ﬁz as:
Bz =0+ Z(wi + d;)u;.
i=1
The variance of 3, is derived as:

V(Bo) = V(B + Z(a), +du) Z(wl +du;) Z V((w: + du)

_Z(wl+d) V(u)—O'(Zw +2de +Zd2
= 0-2(2 a)l-z + Zdlz)
i=1 i=1
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From unbiasedness of §,, using Y-, d; = 0 and Y, d;x; = 0, we obtain:

iwidi: Yim1(xi = X)d; _ iimy Xidi — X XL, d -0,

;'1:1(351‘ -X)? N 21_1(751 - X)?

which is utilized to obtain the variance of 3, in the third line of the above equation.

From (15), the variance of 3, is given by: V(3,) = 0> Y1, w?.

Therefore, we have:
V(B2) = V(Ba),

because of Y, d? > 0.

When Y7, d? =0, ie,whend, =d, =---=d, =0,
we have the equality: V(53,) = V(5,).

Thus, in the case of dy =d, =--- =d,, =0, Bz is equivalent to j3,.
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As shown above, the least squares estimator /3, gives us the minimum variance lin-
ear unbiased estimator (U 0 0 0 0O O OO OO O), or equivalently the best linear
unbiased estimator (0 0 OO0 O OO O O O BLUE), which is called the Gauss-
Markov theorem (U D OO OO OO OO).
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Asymptotic Properties (0 0 0 0 0) of B,: We assume that as n goes to infinity

we have the following:
1 ¢ 0
, gl (x;—x) m < oo

where m is a constant value. From (12), we obtain:

< 1 1
DI Am Y-  m

i=1
Note that  f(x,) — f(m) when x, — m, called Slutsky’s theorem (I (I [ (I [J

0 O), where m is a constant value and f(-) is a function.

We show both consistency (0 O 0) of 3, and asymptotic normality (0 0 0 0 0)
of Vn(B - Ba).

25



e First, we prove that ,32 is a consistent estimator of £3,.

[Review] Chebyshev’s inequality (O 00 0 0O 0 0O 00O O 0O) is given by:
o2

P(X —pul>e) < —

X where p = E(X), 0 = V(X) and any € > 0.
€

[End of Review]
Replace X, E(X) and V(X) by:

1 2
3 A A o
ﬁZa E(ﬁZ) = BZ, and V(ﬁZ) = 0‘2 w? e ——
; Zi:l(-xi - X)
Then, when n — oo, we obtain the following result:
- o? YL Wt otn Yl Wl
P(|B2 — B2l > €) < = = — — 0,

1
where Y7, w? — 0 because n Y)\_, w? — — from the assumption.
m
Thus, we obtain the result that 8, — 8, as n —> .
Therefore, we can conclude that ,32 is a consistent estimator ([J (] 00 0 0 ) of S3,.
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e Next, we want to show that vn(83, — 8,) is asymptotically normal.

[Review] The Central Limit Theorem (U U [J 00 00 O, CLT) is: for random vari-
ables X1, Xp, -+ -, X,
X - E(X) X Xi—ECL X))

; /V()_() B VVEIL X)

— N(,1), as n-— oo,

— 1<
where X = — X;.
X1, X5, - -+, X, are not necessarily iid, if lim nV(X) is finite in this case.

[End of Review]
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Note that ﬁz =B + X, wu; asin (13), and X; is replaced by w;u;.

From the central limit theorem, asymptotic normality is shown as follows:

2zt wii — B(QYL, wi; ) Dimg Willi Bz - B
VVQIL, wiu) o3, w? VI (i —%)2

— N, 1),

where
e EQXL, wiu)) =0
o V(L wu) = 2 3, w2, and
o YLiwithi =P~

are substituted in the first and second equalities.
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Moreover, we can rewrite as follows:
B — B> _ V(B - B2)
Y EE R B (Y DY e
Replacing (1/n) Y1, (x; — X)* by its converged value m, we have:

\/_(,32 - p2)
Co/\m

— N, 1),

which implies

2
VB - B2) — N, %»

Thus, the asymptotic normality of vn(B, — ,) is shown.

We can use either of the following two:

B, — B

— N(,1),
o/ iz (xi = X)?
. o2 L
V(B - B) — N(O, Z)’ where m = 31_{210 -

i=1

29
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Finally, replacing o* by its consistent estimator s2, it is known as follows:

B~ B
s/, (x — %)?

— N(O, 1), (16)

where s? is defined as:

1 « 1 < A oA
Pz Y d = ) =i Box), (17)

i=1 i=1

which is a consistent and unbiased estimator of 2. — Proved later.

Thus, using (16), in large sample we can construct the confidence interval and test

the hypothesis.
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[Review] Confidence Interval (U OO0 0000 O)):

Suppose X, ,_Xz, ey X, are iid with mean y and variance 0>. — No N assumption
X -EX X -
From CLT, K XK N,
; 2 2 AN Y2 X-u
Replacing c“ by §° = —— Z(Xi — X)“, we have: — N(O,1).
n—1 — S/n

That is, for large n,

X—pu . - S - S
P(-1.96 < <196)=0.95,1e.,P[X-196— < u< X+196—) = 0.95.
( S/ ) e P Vi \/ﬁ)

Note that 1.96 is obtained from the normal distribution table.

Then, replacing the estimators X and S by the estimates X and s?, we obtain the 95%
confidence interval of u as follows:
s s
x—196—, x+1.96—).
( Nz \/ﬁ)
[End of Review]
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Going back to OLS, we have:

B> =B N, D).
s/ A2 (xi —%)?

Therefore, A

B2 =P 3

P(-2.576 < - — < 2.576) =099,

Zi=1(xi - x)z

i.e.,
A S A S
P(B, - 2.576 < B <P +2576 ) =0.99.

V2 (xi = X)? i (X = X)?
Note that 2.576 is 0.005 value of N(0, 1), which comes from the statistical table.

Thus, the 99% confidence interval of 3, is:

A

B> +2.576

(B - 2576

5 s

where 3, and s? should be replaced by the observed data.
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[Review] Testing the Hypothesis ([J [ 00 0 ):

Suppose that X, X, - - -, X, are iid with mean u and variance o2,

X - 1 « -
From CLT, —& _ N(0,1), where §? = —— > '(X; — X)?, which is known as
S/n n—-14

the unbiased estimator of o2.
e The null hypothesis Hy : u = po, where y is a fixed number.
e The alternative hypothesis H; : u # uo

Under the null hypothesis, in large sample we have the following distribution:

X_
Ko~ N, 1.

S/ \n
Replacing X and S2 by ¥ and 52, compare — 0 and N(O, 1).
n
X — Ho

H, is rejected at significance level 0.05 when ‘ ‘ > 1.96.

[End of Review]

s/ \n
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In the case of OLS, the hypotheses are as follows:

e The null hypothesis Hy : 5, = f5;
e The alternative hypothesis H; : 8, # 3,

Under H), in large sample,

B - B;
s/ Z?=1(xi - X)?

~ N(0, 1).

Replacing 3, and s° by the observed data, compare b2 b, — and N(0, 1).
s/ Zici(xi = X)?

P~ F |> 1.96.
(= X)?

H, is rejected at significance level 0.05 when ‘
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