V(RB) = E(RB - RB)(RB — RB)') = E(R(B - BB - B)'R’)
= RE((B - B)(B—B))R = RVB)R' = c*R(X'X)"'R’.

(n=Rs* _ce_G-XBO-XB) o0 4

o2 o2 o2

2. We know that

3. Under normality assumption on u, 3 is independent of e.

4. Therefore, we have the following distribution:

(RB—r)(RX'X)'R)Y ' (RB-1)/G

. A ~ F(G,n—k)
v = XB)'(y = XB)/(n — k)
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5. Some Examples:

(a) t Test:
Thecaseof G =1,r=0and R = (0,---,1,---,0) (the ith element of R
is one and the other elements are zero):
The test of Hy : 8; = 0 is given by:

RB—rYRX'X)'R)Y"RB-1)/G P
B =Y RN RY B =nIG_ By o,
where s = ¢’e/(n — k), RB = j3; and

a; = R(X’X)"'R’ = the i row and ith column of (X’X)™!.

*) Recall that Y ~ F(1,m) when X ~ t(m) and Y = X>.

Therefore, the test of Hy : B; = 0 is given by:

b

S\Aaj

~ t(n—k).
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(b) Test of structural change (Part 1):

.X,'ﬁ]‘i‘l/li, i:1,2,---,m
Yi =
XPr+u, i=m+1l,m+2,---.n
Assume that u; ~ N(0, 0?).
In a matrix form,
Y1 X1 0 ui

2 x 0 Uy

Ym Xm 0 ﬁl Um
o)

Ym+1 0 Xu ,32 Um+1
Ym+2 0 Xm+2 Um+2
Vn 0 x, Uy,
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Moreover, rewriting,
)=o)
= +u
Y, 0 X/ \p>

Y=XB+u

Again, rewriting,

The null hypothesis is Hy : 81 = 3.

Apply the F test,using R = (Iy —1I;)and r = 0.

In this case, G = rank(R) = k and 8 is a 2k X 1 vector.

The distribution is F(k,n — 2k).

The hypothesis in which sum of the 1st and 2nd coefficients is equal to
one:

R=(1,1,0,---,0),r =1
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In this case, G = rank(R) = 1
The distribution of the test statistic is F'(1,n — k).
(d) Testing seasonality:
In the case of quarterly data (] O O [J O O ), the regression model is:
y=a+a D +aD,+a3Ds + XBy+u

D; = 1inthe jth quarter and O otherwise, i.e., D;, j = 1,2,3, are sea-
sonal dummy variables.

Testing seasonality = Hy: a; =a; =a3 =0

a
Q) 0o100SO0 ---0 0
B=|laz ], R=|0 01 0 0 --- Of, r=10
3 Ooo0oo0o10 ---0 0
Bo
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In this case, G = rank(R) = 3, and S is a k X 1 vector.
The distribution of the test statistic is F (3, n — k).

(e) Cobb-Douglas Production Function:
Let Q;, K; and L; be production, capital stock and labor.

We estimate the following production function:
log(Q)) = B1 + B2log(K;) + B3 log(L;) + u;.

We test a linear homogeneous ([J [0 [J 0 ) production function.

The null and alternative hypotheses are:

HO: ﬁ2+ﬁ3:17
H1 : ﬁ2+ﬁ3¢1.

Then, set as follows:
R=(0 1 1), r=1.
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(f) Test of structural change (Part 2):
Test the structural change between time periods m and m + 1.

In the case where both the constant term and the slope are changed, the

regression model is as follows:

yi=«a +ﬁx,- + ’)/d, + 5d,~xl~ + u;,

where
0, fori=1,2,---,m,

i
1, fori=m+1,m+2,---,n.

We consider testing the structural change at time m + 1.
The null and alternative hypotheses are as follows:

Hy: y=06=0,

H : y#0,o0r06 #0.

85



Then, set as follows:

0 010 0
(o oo Mol
0 0 0 1 0
(g) Multiple regression model:
Consider the case of two explanatory variables:
yi = CL’+,BX,'+’)/Z,'+M,'.

We want to test the hypothesis that neither x; nor z; depends on y;.

In this case, the null and alternative hypotheses are as follows:

Hy: B=vy=0,
H :B+0, or, y#0.

oo ) )

Then, set as follows:



Coefficient of Determination R? and F distribution:

e The regression model:
Vi =X +u; =i+ X052 + u;

where
Bi
xi=(1 xy), ,3=( )
B
x;i o 1 Xk, Xt 1 x((k=-1), B:kxl1, Br: (k—1)x1

Define:

Xon

Then,

B

y:Xﬁ+u:(i Xz)( )+M:i,81+X2ﬁ2+M,

2
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where the first column of X corresponds to a constant term, i.e.,
1

1
X=0 X), i =

e Consider testing Hy : 8, = 0.

The F distribution is set as follows:
R=(0 L), r=0

where Ris a (k— 1) X k matrix and ris a (k — 1) x 1 vector.
(RB—ry(RX'X)"'R)" (RB = )/ (k = 1)

e ~ F(k—1,n—k)

We are going to show:
(RB ~ ) (RX'X)™'R) ™ (RB ~ 1) = ByXsMXpa,
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where M = I, — —ii’.
n

Note that M is symmetric and idempotent, i.e., M'M = M.

yi—Yy
=y

. = My
yn_y

R(X'X)'R’ is given by:

* -1 0

RX'X)'R'=(0 Iy )(( l )(i X )) ( )
X, L,
. 1

i X, 0
=(0 L )( , ) ( )
Xél XéXz Ik—l
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[Review] The inverse of a partitioned matrix:
Ay Ap
A= ,
Ay Axp
where A, and A, are square nonsingular matrices.

Al ( By, —BnAlegzl )
_AEZIAZIBII Agzl + Ag;AZanAlegzl

where By = (A1 — A1pA; Az, or alternatively,
Al (Al_ll + A1_11A12B22A21A1_11 —Al_]lAlszz )
—BynAy ALl B, ’

where By, = (A — Ay A7l A) ™
[End of Review]
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Go back to the F distribution.

( i X, )
Xi XX,

-1

( L (XX, — Xy X) ! )

(2 (X;(In—%ii')Xz)‘l) ( (X;sz)-l)

Therefore, we obtain:

i X\l 0
ool ol ()
Xél XéXQ Ik—l

. 0
=(0 Ik—l)(:

)( ) = (X,;MX,)™".
(Xész)_l I
Thus, under Hy : 3, = 0, we obtain the following result:

(RB - rY (RX'X)'RYRB -k —1) _ ByXsMXoPa/(k — 1)
e'e/(n — k) B e'e/(n — k)

~ F(k—=1,n—-k).

91



e Coeflicient of Determination R*:
Defineease =y — Xﬁ. The coefficient of determinant, R2, is

ee

R=1-——1o,
y' My

1
where M = I, — —ii’, I, is a n X n identity matrix and i is a n X 1 vector consisting of
n
lLie,i=(1,1,---,1).
Me = My — MXp.

A

| (B
When X = (i Xz)and,fa’:(A ),
B

because i’e = 0, and
MX=M(i X)=(Mi MX,)=(0 MX,),
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