Solutions of Homework 1

Wang Xin, Zheng Xuzhu
June 14, 2022

1 Question 1

1.1 Derive B

From the regression model, we have
u=y—Xp
Let J be the sum of residuals, then
J=uu=(y—Xp) (y—XB)=yy+FX'XB-yX3- Xy
Since ¢y’ X = (' X'y)" and ' X'y is a scalar,
J=vyy+BXXB-28X"y. (1)

The extreme value of J can be calculated by taking the first order condition(FOC).
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The second order condition(SOC) of equation (1) is greater than 0, therefore J has
the minimum value when equation (2) equals to 0.
Here [ is the OLS estimator,
oJ
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b= (X'X)"'X"y (3)



1.2 Derive mean and variance of B
From equation (3), we have
B = (X'X) X'y = (X'X) " X'(XB +u)
=B+ (X' X)X

As set in question, u SN (0,0?), then we can derive the conditional expectation and
variance for both sides:

E[BIX] = B[ + (X'X) "' X'ulX] = B+ (X'X) "' X'E[u|lX] = 5 (4)

VIBIX] = V(8 + (X'X) " X'u|X]
= (X'X) ' X'V[u X]((X' X)X
=?(X'X)'X'X(X'X)™!
— 0_2(X/X)—1

(5)

1.3 Derive a distribution of B, using the moment-generating
function.

The moment generating function of B is
Mp(0) = E(exp{¢/(8 + (X'X) "' X"u)})
= exp(0/B)E(exp (¢ (X' X) ' X'u)).
Since the moment generating function of u ~ N(0,¢?%I,,) is

a20'0

M, (0) = E(exp(6'u)) = exp{ 2

we can rewrite

M(6) = exp(8/B) M, (9 (X'X) ™' X')

— exp(#'9) exp( S #/(X'X)16)

2
= exp(0'S + %Gl(X’X)_IH),
which indicates that 3 ~ N (8, 02(X'X)™1).

1 .

1.4 Show that s* = — k(y — Xj3)(y — Xj3) is an unbiased esti-

mator of o2.

Since 3 = 3 + (X' X)) X'u, then



y—XB=y—X(B+(X'X)"X'u)
=(y—XB) - X(X'X) ' X'u
= (L, = X(X'X)"'X')u

idempotent and symmetric

Let M = I, — X(X'X)™'X’, then M? = M, M’ = M. Thus, s* can be rewritten as

1
s? = — k(Mu)'(Mu) = ku'MMu = ku'Mu.

scalar

Since for scalar v’ Mu, tr(v'Mu) = u'Mu,

B(s") = — Bltr(Mu)
1 !/
= ktr(ME(uu )

! Co(ix(7,) — tx{(X'X) ' X'X)

n —

1
= ——(tr(I,) - tr(1))

1.5 Show that "~ *)*

with n - k degrees of freedom.

is distributed as a x> random variavble

Since s? = —u'Mu, under the assumption that u ~ N(0,02I,), the distribution of s>

denotes " .
(n=k)s” _wMu o ank(M)).

o? o?
Note that for the idempotent and symmetric matrix M, Rank(M) = tr(M) =n — k.

1.6 Show that B is a best linear unbiased estimator.

Consider the alternative linear unbiased estimator B as follows:

B=C y=CXB+u)=CXB+Cu

kxn

Then

E(f) = CXS+ CE(u) = CXf

3



Since B is assumed to be unbiased, E(g) = (3 holds under the condition:
CX =1I,.
Then we derive that V(53) = E(5—8)(5—8) = E[Cu(Cu)'] = E(Cuu'C") = CE(u/)C =
o?CC". Defining C' = D + (X'X)'X’, V(B) can be rewritten as
V(B) = o*(D+ (X'X)"'X") (D + (X'X)' X"

In addition, because of the unbiasedness of 5, CX = (D+(X'X) X)X = DX +1, = I,
indicates that DX = 0. Thus,

V(B) = c2(X'X)" + 0?DD' = V(B) + 6>DD'.

V(B) = V(B) = 02DD' is positive semidefinite matrix. V(5) > V(3) holds.

(B o 6)/X,X<B o B) ~ XQ(k)

(B—BYX'X(B—B) = (X'X)'X'u) X'X(X'X) "' X"u
—UX(X'X)T'X'X(X'X) Xu=v  X(X'X)'X' w
—

idempotent and symmetric

1.7 Show that

with u ~ N(0,02I,),
U X (X' X)Xy
o2

Note that tr(X(X'X)'X’)) = tr((X'X)'X'X) = tr(Iy) = k. Thus the degree of
freedom is k.

~ (X (X' X)LX).

1.8 Show that 3 is independent of s? =

Cov(X,Y) =0 <= Cov(g(X),h(Y)) =0.

1
$? = e,

n—=k

We prove the independence of B\ to s? by deriving COV(B\ ,e) = 0 because both E and e
are normal.
Cov(B,¢) = E(e(B — 8)) = E(Mu((X'X) "' X"u))

=E(Muu/X(X'X)™") = ME(uu) X (X'X) ™

=M@PL)X(X'X) ' =?MX(X'X)™!

=(X(X'X) ' - X(X'X)' X' X(X'X)!

= X(X'X)' - X(X'X)™h
=0



1.9 Show that

(B - ?)’X’X(ﬁ:— Bk F(k,n — k).
(y— XB)(y— XB)/(n — k) ’

We have proven that

2 vy ra / ’ 1
G- BYXX(E-p) _wXEX

in question 1.7 and

in question 1.4 and 1.5.
Since we proved that 3 is independent of e, we have

(B-pYXXB-5) )\
N ~ F(k,n—k).

1.10 Show that > ,(y; — 9)* = v'(I,, — i)y, where y = (y1, Y2, .-, Yn)’
and i = (1,1,..., 1).

First, we can simplify the equation as

2w =0 =D il =0 =7 i) = D wil—0) = v~

)

Then each item on the right side can be rewrite as

Therefore, the above equation is

_ 1, 1.
Y (i —9) =yy— —yii'y =y (I, — —ii')y
n n

%



1.11  Show that [, — %z’z” is symmetric and idempotent.

From the definition of symmetric and idempotent matrix, first we can prove that
1 1 1 1 1
(I, — —ii') (I, — —it') = I, 1, + —2@'2"@'@" — 21 =1, — —ii,
n n n n
which means that I, — %z‘i’ is idempotent.

Moreover, i7" and I,, are n X n symmetric matrices,

10 --- 0
01 .. 0 1 - 1
I, = di= |
00 1 1 - 1
which can prove that I, — %ii’ are symmetric.
11 _1 _1
: o
In _ _7/7// — n n .Tl
n .
_1 1 1_1

2  Question 2

X — ui)(X — pi
2.1 What is the distribution of “—H) (X — i) ,

0-2
Rewrite the equation into scalars, we can obtain

(X — pa)' (X — i) _ z":(Xj by

o
J=1

i Xi— i : .
Since X; % N(p, 0?), fig N(0,1) can be easily obtained.
o

From the definition of chi-squared distribution, we know that Z2 is chi-squared dis-
tributed with 1 degree of freedom if Z is of standard normal distribution.

Then, from the additivity of chi-squared distribution, the n random variables indicate
that

n

SRR 2

< o
Jj=1

X — i) (X — i
In conclusion, ( 'w>2( ) are of chi-squared distribution with n degree of
o

freedom.



2.2 Show that (X — i)' (I, — +ii")(X — pi) = Y (X; — X)

For the right side, which is similar to 1.10, the below equation can be easily derived:

E}&—Xyawg—#wx (6)

j=1

As for the left side, it can be expand as

(X = i) (I — i )(X — i

| 1 (7)
= X/(In - _”/)(X - l”) - /”,(In - _”,)(X - /“)
n n
The second term can be simplified as
1 1
pi' (I — —id)(X — pi) = (i’ — —pd’id") (X — pi) = (i’ — pd')(X — pi) = 0
n n
So equation (7) continued to be expanded as
1
(X — ) (I, — —id") (X — pi)
n
1
= X'(I, — —=it')(X — i)
1 1 (
= X'(I, — ~il")\X — X'(I, — —id')ui
n n

1
= X'(I, — ~il")X
(In — i)

From equation (6) and equation (8), we can prove that

n

(X = i) (= it )(X = i) = D2(X; — X)

j=1
(X — pd) (L — i) (X — i)
Similar to 1.5 and 2.1, the distribution is derived as

(X — g (T, — Lit)(X — pu)

2.3 Show that

1
2 [ -/
Y t TL_ —_—
X ( T( n” ))

The properties of trace indicates that
tr(l, — lm') =tr(l,) — tr(lii') =n— tr(li'i) =n-—1
n n n
Consequently, we can prove that
(X — i) (I, — Lit)(X — pu)
o2

~x*(n—1)



