MM is applied to the regression model as follows:
Regression model: y; = x;,8 + u;, where x; and u; are assumed to be stochastic.

Familiar Assumption: E(x'u) = 0, called the orthogonality condition (O [J 0 [0 ),

where x1s a 1 X k vector and u is a scalar.

We consider that (xy, x5, - -+, x,,) and (uy, uy, - - -, u,) are realizations generated from

random variables x and u, respectively.

From the law of large number, we have the following:

n 4

1 n 1 n
=3 Y=~ Xy - x8) — E@'w)=0.
n
i=1 i=1
Thus, the MM estimator of 3, denoted by S,, satisfies:
1«
p Z; x; Vi — xiBum) = 0.
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Therefore, By is given by:

n n

Bum = (% Z x;xi)_l(% Z x;)’i) = (X,X)_IX'Y,

i=1 i=1

which is equivalent to OLS and MLE.

Note that X and y are:

X1 Y1

X2 Y2
X = y=

Xn Yn
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e However, ), is inconsistent when E(x'u) # 0, i.e.,

Bum = X'X)'X'y=B+X'X)"'Xu=8+ (%X’X)_l(%X’u) - B.

Note as follows:

1 1 v
-X'u=- Z xu; — E(x'u) # 0.
n n i=1

In order to obtain a consistent estimator of S, we find the instrumental variable z

which satisfies E(z'u) = 0.

Let z; be the ith realization of z, where z; is a 1 X k vector.

Then, we have the following:

1 1 ¢
-Z'u=- ) Zu; — E(u)=0.

1 v 1 v
The B which satisfies — Z z.u; = 0 is denoted by Sy, i.e., — Z 2:(yi — x;B1v) = 0.
n n i=1

i=1

128



Thus, B,y is obtained as:

Biv = (% Z Zl{xi)_l(rll Z Z;yi) =(Z'X)'Zy.
i=1 i=1

Note that Z’'X is a k X k square matrix, where we assume that the inverse matrix of

7’ X exists.

Assume that as n goes to infinity there exist the following moment matrices:

1 v 1

- > zxi=-72'X — M,
n 4 n

I, L,

- ZiZi = 77 — M,
n 4 n

BN 1

- > Zu;=-Z'u — 0.

n n
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As n goes to infinity, 8,y is rewritten as:

By =ZX)"'Zy=ZX)"'ZXB+u)=B+Z'X)"'Z'u

1 1
=B+ (=Z'X) N (=Z'u) — B+ M, x0=p,
n n
Thus, B,y is a consistent estimator of 3.

e We consider the asymptotic distribution of S;y.

By the central limit theorem,

1
Wzm —s N(0,0°M,,)

1 1 1 1
Note that V(—Z'u) = ~V(Z'u) = ~E(Z'w/'Z) = ~E(E(Z'u'Z|Z))
\Vn n n n

Bz EizZ) - ‘etz - Botlz M) = 0
= E(Z E(uu IZ)Z) =-E(c°Z2'2)=E(0c°-2'2) — E(c°M_,) =0"M,,.
n n n
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We obtain the following asymmptotic distribution:
1 ’ -1 1 ’ 2 -1 —17
V(B - B) = (ZZ X) (%Z u) — NQO,0"M M. M,")
Practically, for large n we use the following distribution:

B ~ N(B, *Z'X)' 222’ x)™"),

1
where 52 = n—_k(y - XBv)' v — XBrv).

e In the case where z; is a 1 X r vector for r > k, Z’X is a r X k matrix, which is not a

square matrix. n— Generalized Method of Moments (GMM, 0 0 0 00 0)
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4.2 Generalized Method of Moments (GMM, 0 O 0O 00 0O)

In order to obtain a consistent estimator of 8, we have to find the instrumental variable

z which satisfies E(z'u) = 0.
For now, however, suppose that we have z with E(z'u) = 0.
Let z; be the ith realization (i.e., the ith data) of z, where z;is a 1 X r vector and r > k.
Then, using the law of large number, we have the following:
Lz lzn]' 1zn]'< ) — ECu)=0
-Z'u=— u; = — vi—xp) — u) = 0.
n nis i naa i ’

The number of equations (i.e., r) is larger than the number of parameters (i.e., k).

132



Let us define W as a r X r weight matrix, which is symmetric.

We solve the following minimization problem:

mln Z 2y — lﬂ) Z 7 (vi — xzﬁ)

which is equivalent to:
min (2~ X)) W(Z'(v - XB).

1.e.,

min (y = XBYZWZ'(y - XB).

Note that Y2, Z(yi - xp) = Z'(y - XP).
W should be the inverse matrix of the variance-covariance matrix of Z’(y —Xp)

Suppose that V(u) =
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