4 Generalized Least Squares Method (GLS, —fi%{t &/NE F:%)

1. Regression model: y = X8+ u, u ~ N0, 0*Q)

2. Heteroscedasticity (RFDE, F9—7E0
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First-Order Autocorrelation (—F5®D B2 +HE, R%FEE)

In the case of time series data, the subscript is conventionally given by ¢, not i .

u;, = pu;_1 + €, € ~ 1id N(O, o'z)
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3. The Generalized Least Squares (GLS, —f%{biz/N—3{%) estimator of 3, denoted by b,
solves the following minimization problem:

min (y — Xb) Q™ '(y — Xb)
b
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The GLSE of g is:

bh=XQ'X)'xQly
. In general, when Q is symmetric, € is decomposed as follows.
Q=AAA

A 1s a diagonal matrix, where the diagonal elements of A are given by the eigen values.
A is a matrix consisting of eigen vectors.

When € is a positive definite matrix, all the diagonal elements of A are positive.

. There exists P such that Q = PP’ (i.e., take P = A’A'?). = P'QP~ ' =1,

Multiply P~! on both sides of y = X + u.
We have:

y* — X*ﬁ+ l/l*,
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where y*=P7ly, X*=P!'X, and u*=Plu
The variance of u* is:

V@*) = V(P'lu) = P'VwP ™' = a?P'QP" = o’I,.
because Q = PP’,ie., P7'QP ' =1,.

Accordingly, the regression model is rewritten as:
Y =XB+ut,  u*~(0,0°1)

Apply OLS to the above model.

Let b be as estimator of 5 from the above model.

That is, the minimization problem is given by:

min (y* — X*b)' (y* — X*b),
b
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which is equivalent to:

min (y — Xb) Q7' (y — Xb).
b

Solving the minimization problem above, we have the following estimator:

b — (X*,X*)_IX*/y*
— (X/Q_IX)_IX/Q_ly,

which is called GLS (Generalized Least Squares) estimator.
b is rewritten as follows:

b=B+X"X) ' X"uw* =+ X'Q'X)'XQu
The mean and variance of b are given by:

E(b) =p,
V) =(X* X = 2(X'Q7' X)L
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6. Suppose that the regression model is given by:
y=XB+u, u~ NQ, O'ZQ).
In this case, when we use OLS, what happens?

B=X'X)"'Xy=B+X'X)"'Xu

V@B = (X' X) ' X' QX(X'X)™!

Compare GLS and OLS.

(a) Expectation:
E@)=B, and E®) =g

Thus, both ,3 and b are unbiased estimator.
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(b) Variance:
V(B) = 2(X'X) ' X' QX(X'X)™!
V) = X' Q ' x)!

Which is more efficient, OLS or GLS?.
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VB - V() =X’ X)X QXX'X)" - 2 (X’'Q7'X)™!
= (XXX - xQ ') xQ7
(X)X - xey
= ?AQA’
Note that A is k X n and Q is n X n.
Q is the variance-covariance matrix of u, which is a positive definite matrix.
Therefore, except for Q = I,,, AQA’ is also a positive definite matrix.

(From © = PP’ and AQA’ = AP(AP)’, we have xXAP(xAP) = Zle zl.z > 0 for x # 0,
where xis 1 Xk, z=xAPis 1 X kand z = (21,22, ", 2x)-)

This implies that V(3;) — V(b;) > 0 for the ith element of ;3.

Accordingly, b is more efficient than j.

7. Ifu ~ N(0,72Q), then b ~ N(B, c2(X'Q' X)™1).
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