
(b) u is not correlated with V .

u is not correlated with X̃.

That is,

plim
(1
n

V ′u
)
= 0, plim

(1
n

X̃′u
)
= 0.

6. OLSE of β is:

β̂ = β + (X′X)−1X′(u − Vβ) = β + (X′X)−1(X̃ + V)′(u − Vβ).

Therefore, we obtain the following:

plim β̂ = β − (Σ + Ω)−1Ωβ
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7. Example: The Case of Two Variables:

The regression model is given by:

yt = α + βx̃t + ut, xt = x̃t + vt.

Under the above model,

Σ = plim
(1
n

X̃′X̃
)
= plim

 1
1
n

∑
x̃i

1
n

∑
x̃i

1
n

∑
x̃2

i

 = ( 1 µ

µ µ2 + σ2

)
,

where µ and σ2 represent the mean and variance of x̃i.

Ω = plim
(1
n

V ′V
)
= plim

( 0 0

0
1
n

∑
v2

i

)
=

( 0 0

0 σ2
v

)
.

Therefore,

plim
(
α̂

β̂

)
=

(
α

β

)
−

(( 1 µ

µ µ2 + σ2

)
+

( 0 0

0 σ2
v

))−1 ( 0 0

0 σ2
v

) (
α

β

)
=

(
α

β

)
− 1
σ2 + σ2

v

(−µσ2
vβ

σ2
vβ

)
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Now we focus on β.

β̂ is not consistent. because of:

plim(β̂) = β − σ2
vβ

σ2 + σ2
v
=

β

1 + σ2
v/σ

2 < β
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12.2 Instrumental Variable (IV) Method (操作変数法 or IV法)

Instrumental Variable (IV)

1. Consider the regression model: y = Xβ + u and u ∼ N(0, σ2In).

In the case of E(X′u) , 0, OLSE of β is inconsistent.

2. Proof:

β̂ = β + (
1
n

X′X)−1 1
n

X′u −→ β + M−1
xx Mxu,

where

1
n

X′X −→ Mxx,
1
n

X′u −→ Mxu , 0

3. Find the Z which satisfies
1
n

Z′u −→ Mzu = 0.
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Multiplying Z′ on both sides of the regression model: y = Xβ + u,

Z′y = Z′Xβ + Z′u

Dividing n on both sides of the above equation, we take plim on both sides.

Then, we obtain the following:

plim
(
1
n

Z′y
)
= plim

(
1
n

Z′X
)
β + plim

(
1
n

Z′u
)
= plim

(
1
n

Z′X
)
β.

Accordingly, we obtain:

β =

(
plim

(
1
n

Z′X
))−1

plim
(
1
n

Z′y
)
.

Therefore, we consider the following estimator:

βIV = (Z′X)−1Z′y,
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which is taken as an estimator of β.

=⇒ Instrumental Variable Method (操作変数法 or IV法)

4. Assume the followings:

1
n

Z′X −→ Mzx,
1
n

Z′Z −→ Mzz,
1
n

Z′u −→ 0

5. Asymptotic Distribution of βIV:

βIV = (Z′X)−1Z′y = (Z′X)−1Z′(Xβ + u) = β + (Z′X)−1Z′u,

which is rewritten as:

√
n(βIV − β) =

(1
n

Z′X
)−1( 1
√

n
Z′u

)
Applying the Central Limit Theorem to

( 1
√

n
Z′u

)
, we have the following result:

1
√

n
Z′u −→ N(0, σ2Mzz).
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Therefore,

√
n(βIV − β) =

(1
n

Z′X
)−1( 1
√

n
Z′u

)
−→ N(0, σ2M−1

zx MzzM′zx
−1)

=⇒ Consistency and Asymptotic Normality

6. The variance of βIV is given by:

V(βIV) = s2(Z′X)−1Z′Z(X′Z)−1,

where

s2 =
(y − XβIV)′(y − XβIV)

n − k
.
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12.3 Two-Stage Least Squares Method (2段階最小二乗法, 2SLS

or TSLS)

1. Regression Model:

y = Xβ + u, u ∼ N(0, σ2I),

In the case of E(X′u) , 0, OLSE is not consistent.

2. Find the variable Z which satisfies
1
n

Z′u −→ Mzu = 0.

3. Use Z = X̂ for the instrumental variable.

X̂ is the predicted value which regresses X on the other exogenous variables,

say W.

That is, consider the following regression model:

X = WB + V.
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Estimate B by OLS.

Then, we obtain the prediction:

X̂ = WB̂,

where B̂ = (W ′W)−1W ′X.

Or, equivalently,

X̂ = W(W ′W)−1W ′X.

X̂ is used for the instrumental variable of X.

4. The IV method is rewritten as:

βIV = (X̂′X)−1X̂′y = (X′W(W ′W)−1W ′X)−1X′W(W ′W)−1W ′y.

Furthermore, βIV is written as follows:

βIV = β + (X′W(W ′W)−1W ′X)−1X′W(W ′W)−1W ′u.
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Therefore, we obtain the following expression:

√
n(βIV − β) =

((1
n

X′W
)(1

n
W ′W

)−1(1
n

XW ′
)′)−1 (1

n
X′W

)(1
n

W ′W
)−1( 1
√

n
W ′u

)
−→ N

(
0, σ2(MxwM−1

wwM′xw)−1
)
.

5. Clearly, there is no correlation between W and u at least in the limit, i.e.,

plim
(1
n

W ′u
)
= 0.

6. Remark:

X̂′X = X′W(W ′W)−1W ′X = X′W(W ′W)−1W ′W(W ′W)−1W ′X = X̂′X̂.

Therefore,

βIV = (X̂′X)−1X̂′y = (X̂′X̂)−1X̂′y,
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which implies the OLS estimator of β in the regression model: y = X̂β + u and

u ∼ N(0, σ2In).

Example:

yt = αxt + βzt + ut, ut ∼ (0, σ2).

Suppose that xt is correlated with ut but zt is not correlated with ut.

• 1st Step:

Estimate the following regression model:

xt = γwt + δzt + · · · + vt,

by OLS. =⇒ Obtain x̂t through OLS.
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• 2nd Step:

Estimate the following regression model:

yt = αx̂t + βzt + ut,

by OLS. =⇒ αiv and βiv

Note as follows. Estimate the following regression model:

zt = γ2wt + δ2zt + · · · + v2t,

by OLS.

=⇒ γ̂2 = 0, δ̂2 = 1, and the other coefficient estimates are zeros. i.e., ẑt = zt.
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