Abstract: Using both the maximum likelihood estimator and the Bayes estimator, we consider estimating the regression model with the first-order autocorrelated error, where the initial distribution of the autocorrelated error is taken into account. For the Bayes estimator, the Gibbs sampler and the Metropolis-Hastings algorithm are utilized to obtain random draws of the parameters. As a result, the Bayes estimator is less biased and more efficient than the maximum likelihood estimator. Especially, for the autocorrelation coefficient, the Bayes estimate is much less biased than the maximum likelihood estimate. Accordingly, for the standard error of the estimated regression coefficient, the Bayes estimate is more plausible than the maximum likelihood estimate, because variance of the estimated regression coefficient depends on the estimated autocorrelation coefficient. Thus, we find that the Bayes approach might be recommended in the empirical studies.
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1. Introduction

In this paper, we consider the regression model with the first-order autocorrelated error term, where the error term is assumed to be stationary, i.e., the autocorrelation coefficient is assumed to be less than one in absolute value. The traditional estimator, i.e., the maximum likelihood estimator (MLE), is compared with the Bayes estimator (BE). Utilizing the Gibbs sampler, Chib [1] and Chib and Greenberg [2] discussed the regression model with the autocorrelated error term in a Bayesian framework, where the initial condition of the autoregressive process is ignored. In this paper, taking into account the initial density, we compare MLE and BE, where the Gibbs sampler and the Metropolis-Hastings (MH) algorithm are utilized in BE. As for MLE, it is well known that the autocorrelation coefficient is underestimated in small sample and therefore that variance of the estimated regression coefficient is biased. See, for example, Andrews [3] and Tanizaki [4, 5]. Under this situation, inference on the regression coefficient is not appropriate. We show in this paper that BE is superior to MLE because BE’s of both the autocorrelation coefficient and the variance of the error term are closer to the true values, compared with MLE’s.
2. Setup of the Model

Let \( X_t \) be a \( 1 \times k \) vector of exogenous variables and \( \beta \) be a \( k \times 1 \) parameter vector. Consider the following standard linear regression model:

\[
y_t = X_t \beta + u_t, \quad u_t = \rho u_{t-1} + \epsilon_t, \quad \epsilon_t \sim N(0, \sigma^2),
\]

for \( t = 1, 2, \cdots, n \), where \( \epsilon_1, \epsilon_2, \cdots, \epsilon_n \) are assumed to be mutually independently distributed. In this model, the parameter to be estimated is given by \( \theta \equiv (\beta', \rho, \sigma^2)' \).

The unconditional density function of \( y_t \) is:

\[
f(y_t | \beta, \rho, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2/(1-\rho^2)}} \exp\left(-\frac{1}{2\sigma^2/(1-\rho^2)}(y_t - X_t \beta)^2\right),
\]

which corresponds to the initial density function of \( y_t \) when \( t = 1 \). Let \( Y_t \) be the information set up to time \( t \), i.e., \( Y_t = \{y_t, y_{t-1}, \cdots, y_1\} \). The conditional density of \( y_t \) given \( Y_{t-1} \) is:

\[
f(y_t | Y_{t-1}, \beta, \rho, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{1}{2\sigma^2}(y_t - \rho y_{t-1}) - (X_t - \rho X_{t-1})\beta)^2\right).
\]

Therefore, the joint density of \( Y_n \), i.e., the likelihood function, is given by:

\[
f(Y_n | \beta, \rho, \sigma^2) = f(y_1 | \beta, \rho, \sigma^2) \prod_{t=2}^{n} f(y_t | Y_{t-1}, \beta, \rho, \sigma^2)
\]

\[
= (2\pi\sigma^2)^{-n/2}(1-\rho^2)^{1/2} \exp\left(-\frac{1}{2\sigma^2} \sum_{t=1}^{n} (y_t^* - X_t^* \beta)^2\right),
\]

where \( y_t^* \) and \( X_t^* \) represent the following transformed variables:

\[
y_t^* \equiv y_t^*(\rho) = \begin{cases} 
\sqrt{1-\rho^2}y_t, & \text{for } t = 1, \\
y_t - \rho y_{t-1}, & \text{for } t = 2, 3, \cdots, n,
\end{cases}
\]

\[
X_t^* \equiv X_t^*(\rho) = \begin{cases} 
\sqrt{1-\rho^2}X_t, & \text{for } t = 1, \\
X_t - \rho X_{t-1}, & \text{for } t = 2, 3, \cdots, n,
\end{cases}
\]

which depend on the autocorrelation coefficient \( \rho \).
Maximum Likelihood Estimator: As shown above, the likelihood function is given by (1). Maximizing (1) with respect to $\beta$ and $\sigma^2$, we obtain the following expressions:

$$\hat{\beta} \equiv \hat{\beta}(\rho) = \left( \sum_{t=1}^{n} X_t' X_t \right)^{-1} \sum_{t=1}^{n} X_t' y_t,$$

$$\hat{\sigma}^2 \equiv \hat{\sigma}^2(\rho) = \frac{1}{n} \sum_{t=1}^{n} (y_t - X_t \hat{\beta})^2.$$  \hspace{1cm} (2)

By substituting $\hat{\beta}$ and $\hat{\sigma}^2$ into $\beta$ and $\sigma^2$ in (1), we have the concentrated likelihood function:

$$f(Y_n | \hat{\beta}, \rho, \hat{\sigma}^2) = \left( 2\pi \hat{\sigma}^2(\rho) \right)^{-n/2} \left( 1 - \rho^2 \right)^{1/2} \exp\left( -\frac{n}{2} \right),$$  \hspace{1cm} (4)

which is a function of $\rho$. (4) is maximized with respect to $\rho$. In the next section, we obtain the maximum likelihood estimate of $\rho$ by a simple grid search, in which the concentrated likelihood function (4) is maximized by changing the parameter value of $\rho$ by 0.0001 in the interval between $-0.9999$ and $0.9999$. Once the solution of $\rho$, denoted by $\hat{\rho}$, is obtained, $\hat{\beta}(\hat{\rho})$ and $\hat{\sigma}^2(\hat{\rho})$ lead to the maximum likelihood estimates of $\beta$ and $\sigma^2$. Hereafter, $\hat{\beta}$, $\hat{\sigma}^2$ and $\hat{\rho}$ are taken as the maximum likelihood estimates of $\beta$, $\sigma^2$ and $\rho$, i.e., $\hat{\beta}(\hat{\rho})$ and $\hat{\sigma}^2(\hat{\rho})$ are simply written as $\hat{\beta}$ and $\hat{\sigma}^2$.

Variance of the estimate of $\theta = (\beta', \sigma^2, \rho)'$ is asymptotically given by: $V(\hat{\theta}) = I^{-1}(\theta)$, where $I(\theta)$ denotes the information matrix, which is represented as:

$$I(\theta) = -E \left( \frac{\partial^2 \log f(Y_n | \theta)}{\partial \theta \partial \theta'} \right).$$

Therefore, the variance of $\hat{\beta}$ is given by $V(\hat{\beta}) = \sigma^2(\sum_{t=1}^{n} X_t'^* X_t^*)^{-1}$ in large sample, where $\rho$ in $X_t^*$ is replaced by $\hat{\rho}$, i.e., $X_t^* = X_t(\hat{\rho})$. For example, suppose that $X_t^*$ has a tendency to rise over time $t$ and that we have $\rho > 0$. If $\rho$ is underestimated, then $V(\hat{\beta})$ is also underestimated, which yields incorrect inference on the regression coefficient $\beta$. Thus, unless $\rho$ is properly estimated, the estimate of $V(\beta)$ is also biased. In large sample, $\hat{\rho}$ is a consistent estimator of $\rho$ and therefore $V(\hat{\beta})$ is not biased. However, in small sample, since it is known that $\hat{\rho}$ is underestimated (see, for example, Andrews [3], Tanizaki [4, 5]), clearly $V(\hat{\beta})$ is also underestimated. In addition to $\hat{\rho}$, the estimate of $\sigma^2$ also influences inference of $\beta$, because we have $V(\hat{\beta}) = \sigma^2(\sum_{t=1}^{n} X_t'^* X_t^*)^{-1}$ as mentioned above. If $\sigma^2$ is underestimated, the estimated variance of $\beta$ is also underestimated. $\hat{\sigma}^2$ is a consistent estimator of $\sigma^2$ in large sample, but it is appropriate to consider that $\hat{\sigma}^2$ is biased in small sample, because $\hat{\sigma}^2$ is a function of $\hat{\rho}$ as in (3). Therefore, the biased estimate of $\rho$ gives us the serious problem on inference of $\beta$. 
**Bayes Estimator:** We assume that the prior density functions of $\beta$, $\rho$ and $\sigma^2$ are the following noninformative priors:

\[
\begin{align*}
    f_{\beta}(\beta) & \propto \text{const.}, & f_{\rho}(\rho) & \propto \text{const.}, & f_{\sigma}(\sigma^2) & \propto \frac{1}{\sigma^2}, \\
\end{align*}
\]

for $-\infty < \beta < \infty$, $-1 < \rho < 1$ and $0 < \sigma < \infty$. For $f_{\rho}(\rho)$, theoretically we should have $-1 < \rho < 1$. As for the prior density of $\sigma^2$, since we consider that $\log \sigma^2$ has the flat prior for $-\infty < \log \sigma^2 < \infty$, we obtain $f_{\sigma}(\sigma^2) \propto 1/\sigma^2$.

Combining the four densities (1) and (5), the posterior density function of $\beta$, $\rho$ and $\sigma^2$, denoted by $f_{\beta,\rho,\sigma}(\beta, \rho, \sigma^2|Y_n)$, is represented as follows:

\[
\begin{align*}
f_{\beta,\rho,\sigma}(\beta, \rho, \sigma^2|Y_n) & \propto f(Y_n|\beta, \rho, \sigma^2)f_{\beta}(\beta)f_{\rho}(\rho)f_{\sigma}(\sigma^2) \\
& \propto (\sigma^2)^{-(n/2+1)}(1-\rho^2)^{1/2}\exp\left(-\frac{1}{2\sigma^2}\sum_{t=1}^{n}(y_t^* - X_t^*\beta)^2\right). \\
\end{align*}
\]

We consider generating random draws of $\beta$, $\rho$ and $\sigma^2$ given $Y_n$. However, it is not easy to generate random draws of $\beta$, $\rho$ and $\sigma^2$ from $f_{\beta,\rho,\sigma}(\beta, \rho, \sigma^2|Y_n)$. Therefore, we perform the Gibbs sampler in this problem. According to the Gibbs sampler, we can sample from the posterior density function (6), using the three conditional distributions $f_{\beta|\rho,\sigma}(\beta|\rho, \sigma^2, Y_n)$, $f_{\rho|\beta,\sigma}(\rho|\beta, \sigma^2, Y_n)$ and $f_{\sigma|\beta,\rho}(\sigma^2|\beta, \rho, Y_n)$, which are proportional to $f_{\beta,\rho,\sigma}(\beta, \rho, \sigma^2|Y_n)$ and are obtained as follows:

\[
\begin{align*}
f_{\beta|\rho,\sigma}(\beta|\rho, \sigma^2, Y_n) & \propto \exp\left(-\frac{1}{2}(\beta - \hat{\beta})'\left(\frac{1}{\sigma^2}\sum_{t=1}^{n}X_t'^*X_t^*\right)(\beta - \hat{\beta})\right), \\
\end{align*}
\]

\[
\begin{align*}
f_{\rho|\beta,\sigma}(\rho|\beta, \sigma^2, Y_n) & \propto (1-\rho^2)^{1/2}\exp\left(-\frac{1}{2\sigma^2}\sum_{t=1}^{n}(y_t^* - X_t^*\beta)^2\right), \\
\end{align*}
\]

\[
\begin{align*}
f_{\sigma|\beta,\rho}(\sigma^2|\beta, \rho, Y_n) & \propto \frac{1}{(\sigma^2)^{n/2+1}}\exp\left(-\frac{1}{2\sigma^2}\sum_{t=1}^{n}(y_t^* - X_t^*\beta)^2\right). \\
\end{align*}
\]

For (7), $\hat{\beta}$ represents the ordinary least squares (OLS) estimate, which is represented by $\beta = (\sum_{t=1}^{n}X_t'^*X_t^*)^{-1}(\sum_{t=1}^{n}X_t'^*y_t^*)$. (7) indicates that $\beta$ is sampled from the multivariate normal distribution: $\beta \sim N(\hat{\beta}, \sigma^2(\sum_{t=1}^{n}X_t'^*X_t^*)^{-1})$. (8) is not represented in a known distribution, where $-1 < \rho < 1$. Sampling from (8) is implemented by the MH algorithm, which will be discussed below. (9) indicates that $1/\sigma^2 \sim G(n/2, 2/\sum_{t=1}^{n}e_t^2)$, where $e_t = y_t^* - X_t^*\beta$. Note that $G(a, b)$ denotes the gamma distribution with parameters $a$ and $b$. See, for example, Bernardo and Smith [6], Carlin and Louis [7], Chen et al [8], Gamerman [9], Robert and Casella [10] and Smith and Roberts [11] for the Gibbs sampler and the MH algorithm.

In order to generate random draws of $\beta$, $\rho$ and $\sigma^2$ from the posterior density $f_{\beta,\rho,\sigma}(\beta, \rho, \sigma^2|Y_n)$, the following procedures have to be taken:
(i) Let $\beta_i$, $\rho_i$ and $\sigma_i^2$ be the $i$-th random draws of $\beta$, $\rho$ and $\sigma^2$. Take the initial values of $(\beta, \rho, \sigma^2)$ as $(\beta_{-M}, \rho_{-M}, \sigma^2_{-M})$.

(ii) From $\beta \sim N(\hat{\beta}, \sigma^2_{i-1}(\sum_{t=1}^n X_t^i X_t^i)^{-1})$ as in (7), generate $\beta_i$ given $\rho_{i-1}$, $\sigma^2_{i-1}$ and $Y_n$, where $\beta = (\sum_{t=1}^n X_t^i X_t^i)^{-1}(\sum_{t=1}^n X_t^i y_t^i)$, $y_t^i = y_t^i(\rho_{i-1})$ and $X_t^i = X_t^i(\rho_{i-1})$.

(iii) From (8), generate $\rho_i$ given $\beta_i$, $\sigma^2_{i-1}$ and $Y_n$. Since it is not easy to generate random draws directly from (8), the MH algorithm is utilized, which is implemented as follows:

(a) Generate $\rho^*$ from the uniform distribution between $-1$ and 1, which implies that the sampling density of $\rho$ is given by $f_*(\rho|\rho_{i-1}) = 1/2$ for $-1 < \rho < 1$. Compute the acceptance probability $\omega(\rho_{i-1}, \rho^*)$, which is defined as:

$$
\omega(\rho_{i-1}, \rho^*) = \min \left( \frac{f_\beta(\rho^*|\beta_i, \sigma^2_{i-1}, Y_n) / f_*(\rho_{i-1})}{f_\beta(\rho_{i-1}|\beta_i, \sigma^2_{i-1}, Y_n) / f_*(\rho_{i-1})}, 1 \right) 
= \min \left( \frac{f_\beta(\rho^*|\beta_i, \sigma^2_{i-1}, Y_n)}{f_\beta(\rho_{i-1}|\beta_i, \sigma^2_{i-1}, Y_n)}, 1 \right). 
$$

(b) Set $\rho_i = \rho^*$ with probability $\omega(\rho_{i-1}, \rho^*)$ and $\rho_i = \rho_{i-1}$ otherwise.

(iv) From $1/\sigma^2 \sim G(n/2, 2/(\sum_{t=1}^n \epsilon_t^2)$ as in (9), generate $\sigma_t^2$ given $\beta_i$, $\rho_i$ and $Y_n$, where $\epsilon_t = y_t^i - X_t^i \beta$, $y_t^i = y_t^i(\rho_i)$ and $X_t^i = X_t^i(\rho_i)$.

(v) Repeat Steps (ii) – (iv) for $i = -M + 1, -M + 2, \ldots, N$, where $M$ indicates the burn-in period.

Repetition of Steps (ii) – (iv) corresponds to the Gibbs sampler. For sufficiently large $M$, we have the following results:

$$
\frac{1}{N} \sum_{i=1}^N g(x_i) \rightarrow E(g(x)),
$$

where $x$ should be replaced by $\beta$, $\rho$ or $\sigma^2$. $g(\cdot)$ represents a function, typically $g(x) = x$ or $g(x) = x^2$. Thus, we can take the Bayes estimates of $\beta$, $\rho$ and $\sigma^2$ as $\hat{\beta} \equiv (1/N) \sum_{i=1}^N \beta_i$, $\hat{\rho} \equiv (1/N) \sum_{i=1}^N \rho_i$ and $\hat{\sigma}^2 \equiv (1/N) \sum_{i=1}^N \sigma_i^2$, respectively.

3. Monte Carlo Experiments

For the exogenous variables, we take the data shown in Table 1, which are presented in Judge et al [12, p.156]. The DGP is defined as:

$$
y_t = \beta_1 + \beta_2 x_{2,t} + \beta_3 x_{3,t} + u_t, \quad u_t = \rho u_{t-1} + \epsilon_t,
$$

where the $\epsilon_t$’s are normally and independently distributed with $E(\epsilon_t) = 0$ and $E(\epsilon_t^2) = \sigma^2$. As in Judge et al [12], the parameter values are set to be $\beta' = (\beta_1,$
Table 1: The Exogenous Variables $x_{1,t}$ and $x_{2,t}$

<table>
<thead>
<tr>
<th>$t$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{2,t}$</td>
<td>14.53</td>
<td>15.30</td>
<td>15.92</td>
<td>17.41</td>
<td>18.83</td>
<td>18.84</td>
<td>19.71</td>
<td>20.01</td>
<td>20.26</td>
<td></td>
</tr>
<tr>
<td>$x_{3,t}$</td>
<td>16.74</td>
<td>16.81</td>
<td>19.50</td>
<td>22.12</td>
<td>22.34</td>
<td>17.47</td>
<td>20.24</td>
<td>20.37</td>
<td>12.71</td>
<td>22.98</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$t$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{2,t}$</td>
<td>20.77</td>
<td>21.17</td>
<td>21.34</td>
<td>22.91</td>
<td>22.96</td>
<td>23.69</td>
<td>24.82</td>
<td>25.54</td>
<td>25.63</td>
<td>28.73</td>
</tr>
<tr>
<td>$x_{3,t}$</td>
<td>19.33</td>
<td>17.04</td>
<td>16.74</td>
<td>19.81</td>
<td>31.92</td>
<td>26.31</td>
<td>25.93</td>
<td>21.96</td>
<td>24.05</td>
<td>25.66</td>
</tr>
</tbody>
</table>

$\beta_2, \beta_3 = (10, 1, 1)$. In this section, we utilize $x_{2,t}$ and $x_{3,t}$ given in Judge et al [12, p.156], which is shown in Table 1, and generate $L$ samples of $y_t$ given the $X_t = (1, x_{2,t}, x_{3,t})$ for $t = 1, 2, \ldots, n$. That is, we perform $L$ simulation runs for both MLE and BE, where $L = 10^4$ is taken in this section.

The simulation procedure in this section is as follows:

(i) Given $\rho$, generate random numbers of $u_t$ for $t = 1, 2, \ldots, n$, based on the assumptions: $u_t = \rho u_{t-1} + \epsilon_t$, $\epsilon_t \sim N(0, \sigma^2)$, where $\sigma^2 = 1$ and $\rho = -0.99, -0.98, \ldots, 0.99$ are taken.

(ii) Given $\beta$, $X_t$ and $u_t$ for $t = 1, 2, \ldots, n$, we obtain a set of data $y_t$, $t = 1, 2, \ldots, n$, from (10), where $(\beta_1, \beta_2, \beta_3) = (10, 1, 1)$ is assumed.

(iii) Given $(y_t, X_t)$ for $t = 1, 2, \ldots, n$, obtain the estimates of $\theta = (\beta', \rho, \sigma^2)'$ by MLE and BE, which are denoted by $\hat{\theta}$ and $e_{\theta}$, respectively.

(iv) Repeat (i) – (iii) $L$ times, where $L = 10^4$ is taken as mentioned above.

(v) From $L$ estimates of $\theta$, compute the arithmetic average (AVE), the standard error (SER), the root mean square error (RMSE), the skewness (Skewness), the kurtosis (Kurtosis), and the 5, 10, 25, 50, 75, 90 and 95 percent points (5%, 10%, 25%, 50%, 75%, 90% and 95%) for each estimator. For AVE and RMSE of MLE, we compute:

$$AV = \frac{1}{L} \sum_{l=1}^{L} \hat{\theta}_j^{(l)}, \quad RMSE = \left( \frac{1}{L} \sum_{l=1}^{L} (\hat{\theta}_j^{(l)} - \theta_j)^2 \right)^{1/2},$$

for $j = 1, 2, \ldots, 5$, where $\theta_j$ denotes the $j$-th element of $\theta$ and $\hat{\theta}_j^{(l)}$ represents the $j$-th element of $\hat{\theta}$ in the $l$-th simulation run. For AVE and RMSE of BE, simply $\hat{\theta}$ is replaced by $\tilde{\theta}$.

In this section, we compare BE with MLE through Monte Carlo studies.

In Figure 1 we draw the relationship between $\rho$ and $\hat{\rho}$, where $\hat{\rho}$ denotes the arithmetic average of the $10^4$ MLE’s, while in Figure 2 we display the relationship between $\rho$ and $\tilde{\rho}$, where $\tilde{\rho}$ indicates the arithmetic average of the $10^4$ BE’s. In the two figures the cases of $n = 10, 15, 20$ are shown, and $(M, N) = (5000, 10^4)$ is taken in Figure 2. In Appendix, we check whether $M$
Figure 1: The Arithmetic Average from the $10^4$ MLE’s of AR(1) Coeff.

Figure 2: The Arithmetic Average from the $10^4$ BE’s of AR(1) Coeff.

$M = 5000$ and $N = 10^4$
Table 2: MLE: $n = 20$ and $\rho = 0.9$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\beta_3$</th>
<th>$\rho$</th>
<th>$\sigma^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Value</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
</tr>
<tr>
<td>AVE</td>
<td>10.012</td>
<td>0.999</td>
<td>1.000</td>
<td>0.559</td>
<td>0.752</td>
</tr>
<tr>
<td>SER</td>
<td>3.025</td>
<td>0.171</td>
<td>0.053</td>
<td>0.240</td>
<td>0.276</td>
</tr>
<tr>
<td>RMSE</td>
<td>3.025</td>
<td>0.171</td>
<td>0.053</td>
<td>0.417</td>
<td>0.372</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.034</td>
<td>-0.045</td>
<td>-0.008</td>
<td>-1.002</td>
<td>0.736</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.979</td>
<td>3.093</td>
<td>3.046</td>
<td>4.013</td>
<td>3.812</td>
</tr>
<tr>
<td>5%</td>
<td>5.096</td>
<td>0.718</td>
<td>0.914</td>
<td>0.095</td>
<td>0.363</td>
</tr>
<tr>
<td>10%</td>
<td>6.120</td>
<td>0.785</td>
<td>0.933</td>
<td>0.227</td>
<td>0.426</td>
</tr>
<tr>
<td>25%</td>
<td>7.935</td>
<td>0.883</td>
<td>0.965</td>
<td>0.426</td>
<td>0.550</td>
</tr>
<tr>
<td>50%</td>
<td>10.004</td>
<td>0.999</td>
<td>1.001</td>
<td>0.604</td>
<td>0.723</td>
</tr>
<tr>
<td>75%</td>
<td>12.051</td>
<td>1.115</td>
<td>1.036</td>
<td>0.740</td>
<td>0.913</td>
</tr>
<tr>
<td>90%</td>
<td>13.913</td>
<td>1.217</td>
<td>1.068</td>
<td>0.825</td>
<td>1.120</td>
</tr>
<tr>
<td>95%</td>
<td>15.036</td>
<td>1.274</td>
<td>1.087</td>
<td>0.863</td>
<td>1.255</td>
</tr>
</tbody>
</table>

Table 3: BE with $M = 5000$ and $N = 10^4$: $n = 20$ and $\rho = 0.9$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\beta_3$</th>
<th>$\rho$</th>
<th>$\sigma^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Value</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>1</td>
</tr>
<tr>
<td>AVE</td>
<td>10.010</td>
<td>0.999</td>
<td>1.000</td>
<td>0.661</td>
<td>1.051</td>
</tr>
<tr>
<td>SER</td>
<td>2.782</td>
<td>0.160</td>
<td>0.051</td>
<td>0.188</td>
<td>0.380</td>
</tr>
<tr>
<td>RMSE</td>
<td>2.782</td>
<td>0.160</td>
<td>0.051</td>
<td>0.304</td>
<td>0.384</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.008</td>
<td>-0.029</td>
<td>-0.022</td>
<td>-1.389</td>
<td>0.725</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3.018</td>
<td>3.049</td>
<td>2.942</td>
<td>5.391</td>
<td>3.783</td>
</tr>
<tr>
<td>5%</td>
<td>5.498</td>
<td>0.736</td>
<td>0.915</td>
<td>0.285</td>
<td>0.515</td>
</tr>
<tr>
<td>10%</td>
<td>6.411</td>
<td>0.798</td>
<td>0.934</td>
<td>0.405</td>
<td>0.601</td>
</tr>
<tr>
<td>25%</td>
<td>8.108</td>
<td>0.891</td>
<td>0.966</td>
<td>0.572</td>
<td>0.776</td>
</tr>
<tr>
<td>50%</td>
<td>10.018</td>
<td>1.000</td>
<td>1.001</td>
<td>0.707</td>
<td>1.011</td>
</tr>
<tr>
<td>75%</td>
<td>11.888</td>
<td>1.107</td>
<td>1.036</td>
<td>0.799</td>
<td>1.275</td>
</tr>
<tr>
<td>90%</td>
<td>13.578</td>
<td>1.205</td>
<td>1.067</td>
<td>0.852</td>
<td>1.555</td>
</tr>
<tr>
<td>95%</td>
<td>14.588</td>
<td>1.258</td>
<td>1.085</td>
<td>0.875</td>
<td>1.750</td>
</tr>
</tbody>
</table>

and $N$ are large enough. If the relationship between $\rho$ and $\hat{\rho}$ (or $\hat{\rho}$) lies on the $45^\circ$ degree line, we can conclude that MLE (or BE) of $\rho$ is unbiased. However, from the two figures, both estimators are biased. Take an example of $\rho = 0.9$ in Figures 1 and 2. When the true value is $\rho = 0.9$, the arithmetic averages of $10^4$ MLE’s are given by 0.142 for $n = 10$, 0.422 for $n = 15$ and 0.559 for $n = 20$ (see Figure 1), while those of $10^4$ BE’s are 0.369 for $n = 10$, 0.568 for $n = 15$ and 0.661 for $n = 20$ (see Figure 2). As $n$ increases the estimators are less biased, because MLE gives us the consistent estimators. Comparing BE and MLE, BE is less biased than MLE in the small sample, because BE is closer to the $45^\circ$ degree line than MLE. Especially, as $\rho$ goes to one, the difference between BE and MLE becomes quite large in small sample.

Tables 2 and 3 represent the basic statistics such as arithmetic average, standard error, root mean square error, skewness, kurtosis and percent points, which are computed from $L = 10^4$ simulation runs, where the case of $n = 20$ and $\rho = 0.9$ is examined. Table 2 is based on the MLE’s while Table 3 is
Both MLE and BE give us the unbiased estimators of regression coefficients $\beta_1$, $\beta_2$ and $\beta_3$, because the arithmetic averages from the $10^4$ estimates of $\beta_1$, $\beta_2$ and $\beta_3$, (i.e., AVE in the tables) are very close to the true parameter values, which are set to be $(\beta_1, \beta_2, \beta_3) = (10, 1, 1)$. However, in the SER and RMSE criteria, BE is better than MLE, because SER and RMSE of BE are smaller than those of MLE. From Skewness and Kurtosis in the two tables, we can see that the empirical distributions of MLE and BE of $(\beta_1, \beta_2, \beta_3)$ are very close to the normal distribution. Remember that the skewness and kurtosis of the normal distribution are given by zero and three, respectively.

As for $\sigma^2$, AVE of BE is closer to the true value than that of MLE, because AVE of MLE is 0.752 (see Table 2) and that of BE is 1.051 (see Table 3). However, in the SER and RMSE criteria, MLE is superior to BE, since SER and RMSE of MLE are given by 0.276 and 0.372 (see Table 2) while those of BE are 0.380 and 0.384 (see Table 3). The empirical distribution obtained from $10^4$ estimates of $\sigma^2$ is skewed to the right (Skewness is positive for both MLE and BE) and has a larger kurtosis than the normal distribution because Kurtosis is greater than three for both tables.

For $\rho$, AVE of MLE is 0.559 (Table 2) and that of BE is given by 0.661 (Table 3). As it is also seen in Figures 1 and 2, BE is less biased than MLE from the AVE criterion. Moreover, SER and RMSE of MLE are 0.240 and 0.417, while those of BE are 0.188 and 0.304. Therefore, BE is more efficient than MLE. Thus, in the AVE, SER and RMSE criteria, BE is superior to MLE.
with respect to \( \rho \). The empirical distributions of MLE and BE of \( \rho \) are skewed to the left because Skewness is negative, which value is given by \(-1.002\) in Table 2 and \(-1.389\) in Table 3. We can see that MLE is less skewed than BE. For Kurtosis, both MLE and BE of \( \rho \) are greater than three and therefore the empirical distributions of the estimates of \( \rho \) have fat tails, compared with the normal distribution. Since Kurtosis in Table 3 is 5.391 and in Table 2 is 4.013, the empirical distribution of BE has more kurtosis than that of MLE. Figure 3 also indicates these facts.

Figure 3 corresponds to \( \hat{\rho} \) in Table 2 and \( \tilde{\rho} \) in Table 3, respectively. As we can see from Skewness and Kurtosis in Tables 2 and 3, \( \hat{\beta}_i \) and \( \tilde{\beta}_i \), \( i = 1, 2, 3 \), are very similar to a normal distribution. From Skewness and Kurtosis, \( \hat{\sigma}^2 \) and \( \tilde{\sigma}^2 \) are quite different from a normal distribution, but they are very similar to each other. Also, \( \hat{\rho} \) and \( \tilde{\rho}^2 \) are quite different from the normal distribution. However, the empirical distribution of \( \hat{\rho} \) is quite different from that of \( \tilde{\rho} \). We can observe that \( \hat{\rho} \) is more skewed to the left than \( \tilde{\rho} \) and \( \hat{\rho} \) has a larger kurtosis than \( \tilde{\rho} \). Therefore, the empirical distributions of \( \hat{\rho} \) and \( \tilde{\rho} \) are shown in Figure 3. The mode of MLE \( \hat{\rho} \) lies on the interval between 0.65 and 0.70, while that of BE \( \tilde{\rho} \) is between 0.75 and 0.80. From the facts that SER of \( \hat{\rho} \) is smaller than that of \( \tilde{\rho} \) and that the mode of \( \tilde{\rho} \) is closer to the true value than that of \( \hat{\rho} \), \( \tilde{\rho} \) is distributed around the true value 0.9.

4. Summary

In this paper, we have compared MLE with BE, using the regression model with the autocorrelated error term. Chib [1] and Chib and Greenberg [2] applied the Gibbs sampler to the autocorrelation model, where the initial density of the error term is ignored. Under this setup, the posterior distribution of \( \rho \) reduces to the normal distribution. Therefore, random draws of \( \rho \) given \( \beta \), \( \sigma^2 \) and \( (y_t, X_t) \) can be easily generated. However, when the initial density of the error term is properly taken into account, the posterior distribution of \( \rho \) is not normal and it cannot be represented in an explicit functional form. Accordingly, in this paper, the MH algorithm has been applied to generate random draws of \( \rho \) from its posterior density.

The obtained results are summarized as follows. Given \( \beta' = (10, 1, 1) \) and \( \sigma^2 = 1 \), in Figure 1 we have the relationship between \( \rho \) and \( \hat{\rho} \), and \( \tilde{\rho} \) corresponding to \( \rho \) is drawn in Figure 2. In the two figures, we can observe: (i) both MLE and BE approach the true parameter value as \( n \) is large, and (ii) BE is closer to the 45° degree line than MLE and accordingly BE is superior to MLE.

Moreover, we have compared MLE with BE in Tables 2 and 3, where \( \beta' = (10, 1, 1) \), \( \rho = 0.9 \) and \( \sigma^2 = 1 \) are taken as the true values. As for the regression coefficient \( \beta \), both MLE and BE gives us the unbiased estimators. However, we have obtained the result that BE of \( \beta \) is more efficient than
MLE. For estimation of $\sigma^2$, BE is less biased than MLE. In addition, BE of the autocorrelation coefficient $\rho$ is also less biased than MLE. Therefore, as for inference on $\beta$, BE is superior to MLE, because it is plausible to consider that the estimated variance of $\hat{\beta}$ is biased much more than that of $\hat{\beta}$. Remember that variance of $\hat{\beta}$ depends on both $\rho$ and $\sigma^2$. Thus, from the simulation studies, we can conclude that BE performs much better than MLE.

Appendix: Is $(M, N) = (5000, 10^4)$ sufficiently large?

In this appendix, we check whether $M$ and $N$ are enough large in BE. Comparison between Tables 3 and 4(a) shows whether $N = 5000$ is large enough and we can see from Tables 3 and 4(b) if the burn-in period $M = 1000$ is large enough. For the burn-in period $M$, there are some diagnostic tests, which are discussed in Geweke [13] and Mengersen, Robert and Guihenneuc-Jouyaux [14]. However, since their tests are applicable in the case of one sample path, we cannot utilize them in this section. Because $L$ simulation runs are implemented in this paper, we have $L$ test statistics if we apply the tests. It is not possible to evaluate $L$ testing results at the same time. Therefore, we consider using the alternative approach to see if $M = 1000$ and $N = 5000$ are sufficient. We can conclude that $N = 5000$ is large enough if Table 3 is very close to Table 4(a) and that $M = 1000$ is enough if Table 3 is close to Table 4(b).

From Tables 3 and 4, we can observe as follows. The difference between Tables 3 and 4(a) is at most 0.012 (see Kurtosis in $\rho$) and that between Tables 3 and 4(b) is less than or equal to 0.013 (see Kurtosis in $\beta_1$ and $\rho$). Thus, all the values in the tables are very close to each other. Therefore, we can conclude that $(M, N) = (1000, 5000)$ is enough. For safety, we take the case of $(M, N) = (5000, 10^4)$ in this paper.
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