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ABSTRACT

The rejection sampling filter and smoother, proposed by Tanizaki (1996, 1999), Tanizaki and Mariano (1998) and Hürzeler and Künsch (1998), take a lot of time computationally. The Markov chain Monte Carlo smoother, developed by Carlin, Polson and Stoffer (1992), Carter and Kohn (1994, 1996) and Geweke and Tanizaki (1999a, 1999b), does not show a good performance depending on nonlinearity and nonnormality of the system in the sense of the root mean square error criterion, which reason comes from slow convergence of the Gibbs sampler. Taking into account these problems, we propose the nonlinear and non-Gaussian filter and smoother which have much less computational burden and give us relatively better state estimates, although the proposed estimator does not yield the optimal state estimates in the sense of the minimum mean square error. The proposed filter and smoother are called the quasi-optimal filter and quasi-optimal smoother in this paper. Finally, through some Monte Carlo studies, the quasi-optimal filter and smoother are compared with the rejection sampling procedure and the Markov chain Monte Carlo procedure.

1 INTRODUCTION

Recent development of nonlinear and non-Gaussian state space modeling is based on sampling techniques. Gordon, Salmond and Smith (1993), Kitagawa

The importance resampling procedure suggested by Gordon, Salmond and Smith (1993), Kitagawa (1996, 1998) and Kitagawa and Gersch (1996) yields an optimal estimator when number of random draws increases. However, smoothing needs a large amount of computation and sometimes it is impossible to obtain the smoothing solutions. Therefore, Kitagawa (1996) suggested approximating the smoothing estimates.

The acceptance/rejection sampling filter and smoother were proposed by Tanizaki (1996, 1999), Tanizaki and Mariano (1998), Mariano and Tanizaki (1998) and Hürzeler and Kiïnsch (1998), which also give us very precise state estimation if it is implemented. For rejection sampling, however, we have the case where the acceptance probability is equal to zero. In this case, rejection sampling does not work. Also, when the acceptance probability is close to zero, it computationally takes a lot of time. Thus, rejection sampling requires the condition that the acceptance probability is greater than zero and is not close to zero.

Liu and Chen (1998) described a general framework for using sequential Monte Carlo methods in dynamic systems. The sequential importance sampling setting provides a good framework for understanding many existing methods such as the resampling procedure and the rejection sampling procedure. Their approach is still computer-intensive. In addition, they considered filtering, not smoothing. Also, for example, see Liu and Chen (1995), Berzunui, Best, Gilks and Larizza (1997), Liu, Chen and Wong (1998) and MacEachern, Clyde and Liu (1999) for sequential importance sampling.

Theoretically, the Markov chain Monte Carlo procedure proposed by Carlin, Polson and Stoffer (1992), Carter and Kohn (1994, 1996), Chib and Greenberg (1996) and Geweke and Tanizaki (1999a, 1999b) approaches the true value of the smoothing mean. For Gibbs sampler, however, when the random variables are highly correlated with each other, it is known that convergence speed is extremely slow, which depends on nonlinearity and nonnormality of the system. Moreover, Carlin, Polson and Stoffer (1992), Carter and Kohn (1994, 1996), Chib and Greenberg (1996) and Geweke and Tanizaki (1999a, 1999b) do not investigate filtering, because filtering is more computer-intensive than smoothing in this framework, which is different from the standard theory of filtering and smoothing. Note that usually smoothing is based on filtering and therefore smoothing has more computational burden than filtering. For example, see Anderson and Moore (1979), Kitagawa (1987), Harvey (1989)
and Tanizaki (1996) for the standard filter and smoother.

Improving computational disadvantages of the rejection sampling procedure and the Markov chain Monte Carlo procedure, in this paper we propose a quasi-optimal nonlinear and non-Gaussian procedure, which can be applied to any nonlinear and nonnormal system. In addition, the quasi-optimal procedure yields much less computational estimator and relatively shows a good performance in the sense of the root mean square error criterion. Finally, the quasi-optimal procedure is compared with the rejection sampling procedure and the Markov chain Monte Carlo procedure through some Monte Carlo studies.

2 STATE-SPACE MODEL

As discussed in Anderson and Moore (1979), Kitagawa (1987), Harvey (1989) and Tanizaki (1996), the nonlinear and non-Gaussian state space model is described by the following two equations:

\[
\begin{align*}
\text{(Measurement equation)} \quad & y_t = h_t(\alpha_t, \epsilon_t), \\
\text{(Transition equation)} \quad & \alpha_t = f_t(\alpha_{t-1}, \eta_t),
\end{align*}
\]

where \(y_t\) represents the observed data at time \(t\) while \(\alpha_t\) denotes the state vector at time \(t\) which is an unobservable variable. \(\epsilon_t\) and \(\eta_t\) are mutually independently distributed. \(y_t\) and \(\epsilon_t\) are \(l\times1\) vectors and \(\alpha_t\) and \(\eta_t\) are \(k\times1\) vectors. The problem is to estimate \(\alpha_t\) given information set \(Y_s\), where \(Y_s = \{y_1, y_2, \cdots, y_s\}\). \(a_t|s \equiv E(\alpha_t|Y_s)\) is called prediction if \(t > s\), filtering if \(t = s\) and smoothing if \(t < s\). Define \(p_y(y_t|\alpha_t)\) and \(p_\alpha(\alpha_t|\alpha_{t-1})\) by the density functions derived from the measurement equation (1), the transition equation (2) and the assumption of the distribution of the errors \(\epsilon_t\) and \(\eta_t\). The filtering algorithm is given by:

\[
\begin{align*}
p(\alpha_t|Y_{t-1}) &= \int p_\alpha(\alpha_t|\alpha_{t-1})p(\alpha_{t-1}|Y_{t-1})d\alpha_{t-1}, \\
p(\alpha_t|Y_t) &= \frac{p_y(y_t|\alpha_t)p(\alpha_t|Y_{t-1})}{\int p_y(y_t|\alpha_t)p(\alpha_t|Y_{t-1})d\alpha_t},
\end{align*}
\]

for \(t = 1, 2, \cdots, T\), where the initial condition is given by:

\[
p(\alpha_1|Y_0) = \begin{cases} 
\int p_\alpha(\alpha_1|\alpha_0)p_\alpha(\alpha_0)d\alpha_0, & \text{if } \alpha_0 \text{ is stochastic}, \\
p_\alpha(\alpha_1|\alpha_0), & \text{otherwise}.
\end{cases}
\]

Since \(Y_0\) is an empty set, we have \(p(\alpha_0|Y_0) = p_\alpha(\alpha_0)\), where \(p_\alpha(\alpha_0)\) denotes the unconditional density of \(\alpha_0\). Equation (3) represents the one-step ahead prediction algorithm and equation (4) is called the update equation. The filtering
algorithm takes the following two steps: (i) from equation (3), \( p(\alpha_t|Y_{t-1}) \) is obtained given \( p(\alpha_{t-1}|Y_{t-1}) \), and (ii) from equation (4), \( p(\alpha_t|Y_t) \) is derived given \( p(\alpha_t|Y_{t-1}) \). Thus, prediction and updating are recursively repeated, where the filtering algorithm is based on the one-step ahead prediction density.

The smoothing algorithm is based on the one-step ahead prediction density \( p(\alpha_{t+1}|Y_t) \) and the filtering density \( p(\alpha_t|Y_t) \), which is represented by:

\[
p(\alpha_t|Y_T) = p(\alpha_t|Y_t) \int \frac{p(\alpha_{t+1}|Y_T)p_\alpha(\alpha_{t+1}|\alpha_t)}{p(\alpha_{t+1}|Y_t)} d\alpha_{t+1}.
\] (5)

Given the filtering density \( p(\alpha_t|Y_t) \) and the one-step ahead prediction density \( p(\alpha_{t+1}|Y_t) \), the smoothing algorithm represented by equation (5) is a backward recursion from \( p(\alpha_{t+1}|Y_T) \) to \( p(\alpha_t|Y_T) \). Thus, the smoothing density utilizes both the filtering density and the one-step ahead prediction density.

Let \( g(\cdot) \) be a function, e.g., \( g(\alpha_t) = \alpha_t \) or \( g(\alpha_t) = (\alpha_t - a_{t|s})' (\alpha_t - a_{t|s}) \).

Once we have the density \( p(\alpha_t|Y_s) \), the conditional expectation of \( g(\alpha_t) \) given \( Y_s \) is given by:

\[
E(g(\alpha_t)|Y_s) = \int g(\alpha_t) p(\alpha_t|Y_s) d\alpha_t.
\] (6)

Thus, prediction, filtering or smoothing solution, i.e., \( E(g(\alpha_t)|Y_s) \), can be computed.

When unknown parameters are included in equations (1) and (2), the following likelihood function is maximized with respect to the parameters:

\[
p(Y_T) = \prod_{t=1}^{T} p(y_t|Y_{t-1}) = \prod_{t=1}^{T} \left( \int p(y_t|\alpha_t) p(\alpha_t|Y_{t-1}) d\alpha_t \right).
\] (7)

The denominator in equation (4) is utilized for the likelihood function (7). Accordingly, we do not need extra computation for evaluation of the likelihood function (7).

3 USE OF SAMPLING TECHNIQUES

3.1 Rejection Sampling Procedure

To evaluate equations (3) – (7), recently, generating random dares of \( \alpha_t \) from \( p(\alpha_t|Y_s) \) directly, the estimate of prediction, filtering or smoothing solution is computed. Especially, Tanizaki (1996, 1999), Tanizaki and Mariano (1998), Mariano and Tanizaki (1998) and Hürzeler and Künsch (1998) proposed the nonlinear and non-Gaussian filter and smoother using rejection sampling. See Appendix 1 for rejection sampling.
Filtering: Let $\alpha_{i,t|\omega}$ be the $i$-th random draw of $\alpha_t$ generated from $p(\alpha_t|Y_t)$. Consider generating $\alpha_{i,t|\omega}$, $i = 1, 2, \cdots, N$, given $\alpha_{i,t-1|\omega}$, $i = 1, 2, \cdots, N$. Using $\alpha_{i,t-1|\omega}$, the filtering density (4) is rewritten as follows:

$$
p(\alpha_t|Y_t) = \frac{1}{\gamma_t} \int p_y(y_t|x)|p_o(\alpha_t|\alpha_{t-1})p(\alpha_{t-1}|Y_{t-1})d\alpha_{t-1}
\approx \sum_{i=1}^N \frac{\gamma_{i,t}}{\gamma_t} \frac{1}{N} \left( \frac{p_y(y_t|x)|p_o(\alpha_t|\alpha_{i,t-1|\omega})}{\gamma_{i,t}} \right)
\approx \sum_{i=1}^N \frac{\tilde{\gamma}_{i,t}}{\gamma_t} \frac{1}{N} \left( \frac{p_y(y_t|x)|p_o(\alpha_t|\alpha_{i,t-1|\omega})}{\gamma_{i,t}} \right)
\equiv \sum_{i=1}^N q_{i,t} \left( \frac{p_y(y_t|x)|p_o(\alpha_t|\alpha_{i,t-1|\omega})}{\gamma_{i,t}} \right),
$$

(8)

where $\gamma_t$, $\tilde{\gamma}_t$, $\gamma_{i,t}$, $\tilde{\gamma}_{i,t}$ and $q_{i,t}$ are represented as:

$$
\gamma_t \equiv \int p_y(y_t|x)|p_o(\alpha_t|\alpha_{t-1})p(\alpha_{t-1}|Y_{t-1})d\alpha_{t-1}d\alpha_t
\approx \frac{1}{N^2} \sum_{j=1}^N \sum_{i=1}^N p_y(y_j|x_{i,t-1|\omega}) \equiv \tilde{\gamma}_t,
$$

$$
\gamma_{i,t} \equiv \int p_y(y_t|x)|p_o(\alpha_t|\alpha_{i,t-1|\omega})d\alpha_t
\approx \frac{1}{N} \sum_{j=1}^N p_y(y_t|x_{j,t-1|\omega}) \equiv \tilde{\gamma}_{i,t},
$$

$$
q_{i,t} \equiv \frac{\tilde{\gamma}_{i,t}}{N\gamma_t}.
$$

Note that $\alpha_{j,i,t-1|\omega}$ denotes the $j$-th random draw of $\alpha_t$ generated from the density $p(\alpha_t|\alpha_{i,t-1|\omega})$, i.e., $\alpha_{j,i,t-1} = f_i(\alpha_{i,t-1|\omega}, \eta_{i,t})$, where $\eta_{j,t}$ denotes the $j$-th random draw of $\eta_t$. In the right hand side of the first equality of equation (8), equation (3) is substituted into equation (4). In the second line, the integration in the first line is approximated using $\alpha_{i,t-1|\omega}$ and in the third line, $\gamma_t$ and $\gamma_{i,t}$ are approximately replaced by $\tilde{\gamma}_t$ and $\tilde{\gamma}_{i,t}$. Equation (8) implies that a random draw of $\alpha_t$ is generated from $p_y(y_t|x)|p_o(\alpha_t|\alpha_{i,t-1|\omega})/\gamma_{i,t}$ with probability $q_{i,t}$, where Tanizaki (1999) suggested using rejection sampling for random number generation from the density $p_y(y_t|x)|p_o(\alpha_t|\alpha_{i,t-1|\omega})/\gamma_{i,t}$. Equation (8) is a mixture of $N$ distributions $p_y(y_t|x)|p_o(\alpha_t|\alpha_{i,t-1|\omega})/\gamma_{i,t}$, $i = 1, 2, \cdots, N$, with probability $q_{i,t}$. Therefore, based on $\alpha_{i,t-1|\omega}$, we can generate $\alpha_{i,t|\omega}$ recursively.

Let $p_a(z)$ be the sampling distribution, which is properly specified by a researcher. Define the acceptance probability $\omega_f(z)$ as:

$$
\omega_f(z) = \frac{p_y(y_t|z)p_a(z|\alpha_{i,t-1|\omega})}{\sup_z p_y(y_t|z)p_a(z|\alpha_{i,t-1|\omega})}.
$$
The condition \( \sup_z p_y(y_t|z)p_\alpha(z|\alpha_{i,t-1|t-1})/p_\alpha(z) < \infty \) has to be satisfied for rejection sampling. Representatively, we may choose \( p_\alpha(z) = p_\alpha(z|\alpha_{i,t-1|t-1}) \).

The estimation procedure for the rejection sampling filter is as follows:

(i) Pick \( \alpha_{i,t-1|t-1} \) for \( i \) with probability \( q_{i,t} \).

(ii) Generate a random draw \( z \) from \( p_\alpha(\cdot) \) and a uniform random draw \( u \) from the interval between zero and one.

(iii) Take \( z \) as \( \alpha_{j,t|t} \) if \( u \leq \omega_f(z) \) and go back to (ii) otherwise.

(iv) Repeat (i) – (iii) \( N \) times for \( j = 1, 2, \cdots, N \).

(v) Repeat (i) – (iv) \( T \) times for \( t = 1, 2, \cdots, T \).

Note that rejection sampling is utilized in procedures (ii) and (iii). Even though the acceptance probability is greater than zero (i.e., even though the supremum in the denominator of \( \omega_f(z) \) is finite), rejection sampling is very inefficient in the sense of computational time (i.e., number of rejection increases) when the acceptance probability \( \omega_f(z) \) is close to zero. In this case, (ii) and (iii) are repeated forever.

**Smoothing:** To generate a random draw of \( \alpha_t \) from the smoothing density \( p(\alpha_t|Y_T) \), note that each component in equation (5) is approximated as:

\[
p(\alpha_t|Y_t) \approx \frac{1}{\gamma_t} \left( \frac{1}{N} \sum_{i=1}^{N} p_y(y_t|\alpha_t)p_\alpha(\alpha_t|\alpha_{i,t-1|t-1}) \right),
\]

(9)

\[
\int \frac{p(\alpha_{t+1}|Y_T)p(\alpha_{t+1}|\alpha_t)}{p(\alpha_{t+1}|Y_t)} d\alpha_{t+1} \approx \frac{1}{N} \sum_{j=1}^{N} \frac{p_\alpha(\alpha_{j,t+1|T}|\alpha_t)}{p(\alpha_{j,t+1|T}|Y_t)}.
\]

(10)

Equation (9) is equivalent to the second line in equation (8). In equation (10), suppose that \( \alpha_{j,t+1|T}, j = 1, 2, \cdots, N \), are available, which are the random draws of \( \alpha_{t+1} \) generated from \( p(\alpha_{t+1}|Y_T) \).

Given the smoothing random draws at time \( t+1 \) (i.e., \( \alpha_{j,t+1|T} \) for \( j = 1, 2, \cdots, N \)), we consider generating the smoothing random draws at time \( t \) (i.e., \( \alpha_{j,t|T} \) for \( j = 1, 2, \cdots, N \)) using the smoothing algorithm (5). Substituting equations (9) and (10) into equation (5), the following expression is easily obtained:

\[
p(\alpha_t|Y_T)
\approx \frac{1}{\gamma_t} \left( \frac{1}{N} \sum_{i=1}^{N} p_y(y_t|\alpha_t)p_\alpha(\alpha_t|\alpha_{i,t-1|t-1}) \right) \left( \frac{1}{N} \sum_{j=1}^{N} \frac{p_\alpha(\alpha_{j,t+1|T}|\alpha_t)}{p(\alpha_{j,t+1|T}|Y_t)} \right)
\]

\[
= \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\gamma_{ij,t}}{N^2 \gamma_t p(\alpha_{j,t+1|T}|Y_t)} \left( \frac{p_y(y_t|\alpha_t)p_\alpha(\alpha_{j,t+1|T}|\alpha_t)}{\gamma_{ij,t}^\ast} \right) \frac{\gamma_{ij,t}^\ast}{\gamma_{ij,t}}
\]

6
\[
\sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\tilde{\gamma}_{ij,t}^*}{N} \left( p_g(y_t|\alpha_t)p_\alpha(\alpha_{j,t+1}|T|\alpha_t)p_\alpha(\alpha_t|\alpha_{i,t-1}|t-1) \right) = \frac{\sum_{i=1}^{N} \sum_{j=1}^{N} q_{ij,t}^*}{N} \left( p_g(y_t|\alpha_t)p_\alpha(\alpha_{j,t+1}|T|\alpha_t)p_\alpha(\alpha_t|\alpha_{i,t-1}|t-1) \right),
\]

where \( \gamma_{ij,t}^* \), \( p(\alpha_{j,t+1}|T|Y_t) \) and \( q_{ij,t}^* \) are given by:

\[
\gamma_{ij,t}^* = \int p_y(y_t|\alpha_t)p_\alpha(\alpha_{j,t+1}|T|\alpha_t)p_\alpha(\alpha_t|\alpha_{i,t-1}|t-1) \, d\alpha_t
\]

\[
\approx \frac{1}{N} \sum_{i=1}^{N} p_g(y_t|\alpha_{mi,t-1})p_\alpha(\alpha_{j,t+1}|T|\alpha_{mi,t-1}) \equiv \tilde{\gamma}_{ij,t}^*,
\]

\[
p(\alpha_{j,t+1}|T|Y_t) = \int p_\alpha(\alpha_{j,t+1}|T|\alpha_t)p(\alpha_t|Y_t) \, d\alpha_t
\]

\[
= \frac{1}{\gamma_t} \int \int p_g(y_t|\alpha_t)p_\alpha(\alpha_{j,t+1}|T|\alpha_t)p_\alpha(\alpha_t|\alpha_{i,t-1}|t-1)p(\alpha_{t-1}|Y_{t-1}) \, d\alpha_{t-1} \, d\alpha_t
\]

\[
\approx \frac{1}{\gamma_t} \frac{1}{N} \sum_{i=1}^{N} \int p_g(y_t|\alpha_t)p_\alpha(\alpha_{j,t+1}|T|\alpha_t)p_\alpha(\alpha_t|\alpha_{i,t-1}|t-1) \, d\alpha_t
\]

\[
\approx \frac{1}{\gamma_t} \frac{1}{N^2} \sum_{i=1}^{N} \sum_{m=1}^{N} p_g(y_t|\alpha_{mi,t-1})p_\alpha(\alpha_{j,t+1}|T|\alpha_{mi,t-1})
\]

\[
= \frac{1}{\gamma_t} \frac{1}{N} \sum_{i=1}^{N} \tilde{\gamma}_{ij,t}^*,
\]

\[
q_{ij,t}^* = \frac{\tilde{\gamma}_{ij,t}^*}{\sum_{i=1}^{N} \tilde{\gamma}_{ij,t}^*}.
\]

Choosing \( \alpha_{i,t-1}|t-1 \) and \( \alpha_{j,t+1}|T \) with probabilities \( q_{ij,t}^* \) and \( 1/N \), respectively, a random draw of \( \alpha_t \) is generated from \( p_g(y_t|\alpha_t)p_\alpha(\alpha_{j,t+1}|T|\alpha_t)p_\alpha(\alpha_t|\alpha_{i,t-1}|t-1) / \gamma_{ij,t}^* \) using rejection sampling.

Define the acceptance probability \( \omega(z) \) as:

\[
\omega(z) = \frac{p_g(y_t|z)p_\alpha(\alpha_{j,t+1}|T|z)p_\alpha(z|\alpha_{i,t-1}|t-1)/p_\alpha(z)}{\sup_z p_g(y_t|z)p_\alpha(\alpha_{j,t+1}|T|z)p_\alpha(z|\alpha_{i,t-1}|t-1)/p_\alpha(z)}.
\]

the condition \( \sup_z p_g(y_t|z)p_\alpha(\alpha_{j,t+1}|T|z)p_\alpha(z|\alpha_{i,t-1}|t-1) < \infty \) has to be satisfied for rejection sampling. Under the setup, the estimation procedure for the rejection sampling smoother is as follows:

(i) Pick \( \alpha_{j,t+1}|T \) for \( j \) with probability \( 1/N \) and choose \( \alpha_{i,t-1}|t-1 \) for \( i \) with probability \( q_{ij,t}^* \).
(ii) Generate a random draw \( z \) from \( p_{\cdot}(\cdot) \) and a uniform random draw \( u \) from the interval between zero and one.

(iii) Take \( z \) as \( \alpha_{m,t|T} \) if \( u \leq \omega_s(z) \) and go back to (ii) otherwise.

(iv) Repeat (i) – (iii) \( N \) times for \( m = 1, 2, \ldots, N \).

(v) Repeat (i) – (iv) \( T \) times for \( t = 1, 2, \ldots, T \).

In equations (8) and (11), \( \tilde{\gamma}_t, \tilde{\gamma}_{i,t} \) and \( \tilde{\gamma}_{i,j,t}^* \) are too computer-intensive. The computational reduction method is discussed later in Remark 1.

**Likelihood Function:** From the definition of \( \gamma_t \), the likelihood function is evaluated as:

\[
p(Y_T) = \prod_{t=1}^{T} \gamma_t \approx \prod_{t=1}^{T} \tilde{\gamma}_t.
\]

**Remark 1 (Computation Reduction Method):** The procedure shown above involves some computational difficulties. First, it is well known that rejection sampling takes a lot of time computationally when the acceptance probability is too small. In order to reduce the computational burden, for one strategy, we may switch random number generation from rejection sampling to the Metropolis-Hastings algorithm. That is, while generating a random draw by rejection sampling, we perform the Metropolis-Hastings algorithm in parallel and take the random draw as \( \alpha_{j,t|t} \) or \( \alpha_{m,t|T} \) for enough large number of iteration if any generated random draw is not accepted by rejection sampling. Second, it takes a lot of time to compute \( \tilde{\gamma}_{i,t} \) and \( \tilde{\gamma}_{i,j,t}^* \) in equations (8) and (11). Therefore, another strategy is that we may approximately use \( \alpha_{i,t|t-1} = f_i(\alpha_{i,t-1|t-1}, \eta_{i,t}) \) to evaluate \( \tilde{\gamma}_t, \tilde{\gamma}_{i,t} \) and \( \tilde{\gamma}_{i,j,t}^* \), i.e.,

\[
\begin{align*}
\tilde{\gamma}_t &\approx \frac{1}{N} \sum_{i=1}^{N} p_y(y_t|\alpha_{i,t|t-1}), \\
\tilde{\gamma}_{i,t} &\approx p_y(y_t|\alpha_{i,t|t-1}), \\
\tilde{\gamma}_{i,j,t}^* &\approx p_y(y_t|\alpha_{i,t|t-1}) p_{\alpha}(\alpha_{j,t+1|T}|\alpha_{i,t|t-1}).
\end{align*}
\]

Even though we take these strategies to reduce computational burden, however, the nonlinear and non-Gaussian procedure shown in this section is still too computer-intensive. Therefore, we consider less computational filter and smoother in Section 4.

### 3.2 Markov Chain Monte Carlo Procedure

Carlin, Polson and Stoffer (1992), Carter and Kohn (1994, 1996) and Chib and Greenberg (1996) introduced the nonlinear and non-Gaussian state-space models with Gibbs sampling. See Appendix 2 for the Gibbs sampler. They investigated the nonlinear state-space models in the Bayesian framework and they
studied the special state-space models such that it is easy to generate random draws from the underlying assumptions. To improve these problems, Geweke and Tanizaki (1999a) proposed the nonlinear and non-Gaussian smoother using both Gibbs sampling and the Metropolis-Hastings algorithm, which would be suitable to any nonlinear and non-Gaussian state-space models. See Appendix 3 for the Metropolis-Hastings algorithm. The nonlinear and non-Gaussian smoother proposed by Geweke and Tanizaki (1999a) is discussed in this section.

**Filtering and Smoothing:** Let us define \( A_s \) and \( A_s^* \) as \( A_s = \{ \alpha_0, \alpha_1, \cdots, \alpha_s \} \) and \( A_s^* = \{ \alpha_s, \alpha_{s+1}, \cdots, \alpha_t \} \), respectively, where \( s \leq t \). We consider generating random draws of \( A_t \) directly from \( p(A_t|Y_t) \). According to the Gibbs sampling theory, random draws of \( A_t \) from \( p(A_t|Y_t) \) are based on those of \( \alpha_s \) from \( p(\alpha_s|A_{s-1}, A_{s+1}^*, Y_t) \) for \( s = 1, 2, \cdots, t \), which is given by the following conditional distribution function:

\[
p(\alpha_s|A_{s-1}, A_{s+1}^*, Y_t) = \int p_\beta(Y_t|A_t)p_\alpha(A_t)d\alpha_s
\]

\[
\propto \begin{cases} 
  p_\beta(y_s|\alpha_s)p_\alpha(\alpha_s|\alpha_{s-1})p_\alpha(\alpha_{s+1}|\alpha_s), & \text{if } s = 1, 2, \cdots, t-1, \\
  p_\beta(y_s|\alpha_s)p_\alpha(\alpha_s|\alpha_{s-1}), & \text{if } s = t \text{ (i.e., endpoint)},
\end{cases}
\]  

(13)

where \( p_\beta(Y_t|A_t) \) and \( p_\alpha(A_t) \) are given by:

\[
p_\beta(Y_t|A_t) = \prod_{s=1}^{t} p_\beta(y_s|\alpha_s),
\]

\[
p_\alpha(A_t) = \begin{cases} 
  p_\alpha(\alpha_0) \prod_{s=1}^{t} p_\alpha(\alpha_s|\alpha_{s-1}), & \text{if } \alpha_0 \text{ is stochastic}, \\
  \prod_{s=1}^{t} p_\alpha(\alpha_s|\alpha_{s-1}), & \text{otherwise}.
\end{cases}
\]

Equation (13) implies that a kernel of \( p(\alpha_s|A_{s-1}, A_{s+1}^*, Y_t) \) is given by \( p_\beta(y_s|\alpha_s) p_\alpha(\alpha_s|\alpha_{s-1})p_\alpha(\alpha_{s+1}|\alpha_s) \) when \( s = 1, 2, \cdots, t-1 \) and \( p_\beta(y_s|\alpha_s)p_\alpha(\alpha_s|\alpha_{s-1}) \) when \( s = t \) (i.e., endpoint).

Using a kernel of \( p(\alpha_s|A_{s-1}, A_{s+1}^*, Y_t) \), we generate random draws of \( A_t \) directly from \( p(A_t|Y_t) \). Here, the Gibbs sampler is applied to random number generation. Let \( \alpha_i,s,t \) be the \( i \)-th random draw of the state vector at time \( s \) given information \( Y_t \). Denote \( A_i,s,t \) and \( A_i,s,t^* \) by \( A_i,s,t = \{ \alpha_{i,0|t}, \alpha_{i,1|t}, \cdots, \alpha_{i,s|t} \} \) and \( A_i,s,t^* = \{ \alpha_{i,s|t}, \alpha_{i,s+1|t}, \cdots, \alpha_{i,t|t} \} \), respectively, which are the \( i \)-th random draws of \( A_s \) and \( A_s^* \) given \( Y_t \). Let \( p_i(z|x) \) be the proposal density, which is the
conditional distribution of \( z \) given \( x \). Define the acceptance probability \( \omega(x, z) \) as follows:

\[
\omega(x, z) = \begin{cases} 
\min \left( \frac{p(z | A_{i,s-1|t}, A_{i-1,s+1|t}, Y_t) p_s(x | z)}{p(x | A_{i,s-1|t}, A_{i-1,s+1|t}, Y_t) p_s(z | x)}, 1 \right), \\
1, 
\end{cases}
\]

if \( p(x | A_{i,s-1|t}, A_{i-1,s+1|t}, Y_t) p_s(z | x) > 0 \), otherwise.

To generate random draws of \( \alpha_t \) from \( p(A_t | Y_t) \), the following procedure is taken:

(i) Pick up appropriate values for \( \alpha_{0,s|t} \), \( s = 1, 2, \cdots, t \). For example, we may take \( \alpha_{0,s|t} = \alpha_{N,s|t-1} \) for \( s = 1, 2, \cdots, t-1 \) and \( \alpha_{0,s|t} = \alpha_{s|t}^* \) for \( s = t \), where \( \alpha_{s|t}^* \) denotes the state estimate from the extended Kalman filter.

(ii) Generate a random draw of \( \alpha_0 \) (i.e., \( \alpha_{i,0|t} \)) from the initial density \( p_\alpha(\alpha_0) \) if \( \alpha_0 \) is stochastic or take \( \alpha_{i,0|t} = \alpha_0 \) if \( \alpha_0 \) is fixed.

(iii) Generate a random draw \( z \) from \( p_s(\cdot | \alpha_{i-1,s|t}) \) and a uniform random draw \( u \) from the uniform distribution between zero and one.

(iv) Set \( \alpha_{i,s|t} = z \) if \( u \leq \omega(\alpha_{i-1,s|t}, z) \) and \( \alpha_{i,s|t} = \alpha_{i-1,s|t} \) otherwise.

(v) Repeat (iii) and (iv) for \( s = 1, 2, \cdots, t \).

(vi) Repeat (ii) – (v) for \( i = 1, 2, \cdots, N \).

(vii) Repeat (i) – (vi) for \( t = 1, 2, \cdots, T \).

In Step (i), the extended Kalman filter is one of the traditional nonlinear filters, where the nonlinear measurement and transition equations are linearized by the first-order Taylor series expansion and the linearized system is directly applied to the standard linear recursive Kalman filter algorithm. See, for example, Tanizaki (1993, 1996), Tanizaki and Mariano (1996) and Wishner, Tabacznyski and Athans (1969). The Metropolis-Hastings algorithm is used in Steps (iii) and (iv) to generate a random draw of \( \alpha_s \) from \( p(\alpha_s | A_{i,s-1|t}, A_{i-1,s+1|t}, Y_t) \). We can obtain the \( i \)-th random draw of \( \alpha_t \) given \( Y_t \) (i.e., \( \alpha_{i,t|T} \)) when \( s = t \) in Step (v) and the \( i \)-th random draw of \( \alpha_t \) given \( Y_T \) (i.e., \( \alpha_{i,t|T} \)) when \( t = T \) in Step (vii). Thus, \( \alpha_{i,t|T} \) and \( \alpha_{i,t|T} \) for \( i = 1, 2, \cdots, N \) are obtained from the above procedure (i) – (vii). From the basic results of the Gibbs sampler and the Metropolis-Hastings algorithm, \( \alpha_{N,t|T} \) and \( \alpha_{N,t|T} \) are equivalent to the random draws based on \( p(\alpha_t | Y_t) \) and \( p(\alpha_t | Y_T) \) for sufficiently large \( N \).

For smoothing, in order to reduce computational burden, we may erase Step (vii) and replace Step (v) as follows:

(v) Repeat (iii) and (iv) for \( s = 1, 2, \cdots, T \).
Note that we cannot obtain the filtering estimates in this case.

The Markov chain Monte Carlo procedure needs a numerous number of random draws, compared with the independence Monte Carlo such as rejection sampling. For one reason, it is well known that a random draw is positively correlated with the next random draw in general. For another reason, the first \( M \) random draws are discarded from consideration, where \( M \) denotes the number of random draws to be required for convergence to those from the target density and usually 10% – 20% of \( N \) is taken for \( M \). In addition, convergence of the Gibbs sampler is very slow, depending on the underlying joint distribution, especially in the case where there is high correlation between \( \alpha_t \) and \( \alpha_{t-1} \) (see Chib and Greenberg (1995)).

**Proposal Density:** The Metropolis-Hastings algorithm has the problem of specifying the proposal density, which is the crucial criticism. We should choose the proposal density \( p_s(z|x) \) such that random draws can be easily and quickly generated. Several generic choices of the proposal density are discussed by Tierney (1994) and Chib and Greenberg (1995). We may take the following several candidates for the proposal density function \( p_s(z|x) \). First, it might be natural to take the density function obtained from the transition equation (2), i.e., \( p_s(z|x) = p_n(z|\alpha_{i,s-1}|t) \), which is examined in Monte Carlo experiments of Section 5. In this case, \( p_s(z|x) \) does not depend on \( x \), i.e., \( p_s(z|x) = p_s(z) \), which is called the independence chain. Second, it is also possible to utilize the extended Kalman smoothed estimates, i.e., \( p_s(z|x) = N(a^*_{s|T}, c\Sigma^*_{s|T}) \) (this is also the independence chain), where \( a^*_{s|T} \) and \( \Sigma^*_{s|T} \) denote the first- and the second-moments (i.e., mean and variance) based on the extended Kalman smoothed estimates at time \( t \) and \( c \) is an appropriate constant value, e.g., \( c = 1, 2, \ldots \). Third, we may take the proposal density called the random walk chain, i.e., \( p_s(z|x) = p_s(z - x) \), which is written as \( p_s(z|x) = N(x, c\Sigma^*_{s|T}) \). Fourth, in the case where the state variable \( \alpha_s \) lies on an interval, a uniform distribution between the interval might be taken as the proposal density.

### 4 QUASI-OPTIMAL PROCEDURE ON FILTERING AND SMOOTHING

For the rejection sampling filter and smoother, it takes a lot of time to choose \( i \) even though we use the computation reduction method as in (12) for \( \tilde{\gamma}_t \), \( \tilde{\gamma}_{i,t} \) and \( \tilde{\gamma}^*_i \). Moreover, when the rejection sampling filter and smoother are implemented, Steps (ii) and (iii) in Section 3.1 are repeated until \( z \) is accepted with probability \( \omega_f(z) \) or \( \omega_s(z) \). Accordingly it takes much computational time to be accepted, especially in the case where the acceptance probability is close to zero.
For the Markov chain Monte Carlo procedure, the Gibbs sampler and the Metropolis-Hastings algorithm are simultaneously utilized. In the case where the random variables are correlated with each other, it is known that convergence of Gibbs sampling is very slow. Since the transition equation (2) indicates the relationship between $\alpha_t$ and $\alpha_{t-1}$, it is easily expected that $\alpha_t$ is highly correlated with $\alpha_{t-1}$. Therefore, $\alpha_1, \alpha_2, \cdots, \alpha_T$ are correlated with each other. Under this situation, it takes a long time computationally to obtain the random draws of $A_T$ generated from $p(A_T|Y_T)$, because we need to generate a numerous number of random draws for convergence. Thus, we should keep in mind that we have the case where the random draws extremely slowly converge to those from the target density function.

To improve these computational problems, the quasi-optimal filter and the quasi-optimal smoother are proposed in this paper. As $N$ goes to infinity, the state variables estimated by rejection sampling and Markov chain Monte Carlo approach the true values. However, the state estimates by the quasi-optimal filter and quasi-optimal smoother do not go to the true values even though $N$ is large, which is the reason why we use the word “quasi” in this paper. Large $N$ results in extremely large computational burden for both the rejection sampling procedure and the Markov chain Monte Carlo procedure. Accordingly we turn out to choose the finite number of random draws (i.e., $N$). Therefore, the satisfactory results are not necessarily obtained from the two procedures. We consider much less computer-intensive but relatively efficient estimator in the root mean square error criterion.

**Filtering:** Approximating $q_{i,t}$ as $1/N$ in equation (8), the filtering density $p(\alpha_t|Y_t)$ is given by:

$$
p(\alpha_t|Y_t) \approx \frac{1}{N} \sum_{i=1}^{N} \left( \frac{p_y(y_t|\alpha_t)p_\alpha(\alpha_t|\alpha_{i,t-1}|t-1)}{\gamma_{i,t}} \right).
$$

(14)

Implications of $q_{i,t} \approx 1/N$ are discussed later in Remark 2. Given $i$, consider generating a random draw of $\alpha_t$ (i.e., denoted by $\alpha_{i,t}$) from the target density $p_y(y_t|\alpha_t)p_\alpha(\alpha_t|\alpha_{i,t-1}|t-1)/\gamma_{i,t}$ by the Metropolis-Hastings algorithm. Define the acceptance probability $\omega_f(x, z)$ as:

$$
\omega_f(x, z) = \begin{cases} 
\min \left( \frac{p_y(y_t|z)p_\alpha(z|\alpha_{i,t-1}|t-1)p_s(x|z)}{p_y(y_t|x)p_\alpha(x|\alpha_{i,t-1}|t-1)p_s(z|x)} \cdot 1 \right), & \text{if } p_y(y_t|x)p_\alpha(x|\alpha_{i,t-1}|t-1)p_s(z|x) > 0, \\
1, & \text{otherwise}. 
\end{cases}
$$

Based on equation (14), the estimation procedure for the quasi-optimal filter is as follows:
(i) Pick up appropriate values for $\alpha_{1,t|0}$ and $\alpha_{0,t|t}$, $t = 1, 2, \ldots, T$.

(ii) Generate a random draw $z$ from $p_z(\cdot|\alpha_{t-1,t|t})$ and a uniform random draw $u$ from the uniform distribution between zero and one.

(iii) Set $\alpha_{i,t|t} = z$ if $u \leq \omega_f(\alpha_{t-1,t|t}, z)$ and set $\alpha_{i,t|t} = \alpha_{t-1,t|t}$ otherwise.

(iv) Repeat (ii) and (iii) for $t = 1, 2, \ldots, T$.

(v) Repeat (ii) – (iv) for $i = 1, 2, \ldots, N$.

Thus, given $\alpha_{i,t-1|t-1}$, we can generate $\alpha_{i,t|t}$, which implies a recursive algorithm on random draws. For the rejection sampling filter, first the procedure is implemented for $i = 1, 2, \ldots, N$ to compute $\hat{\gamma}$ and $\hat{\gamma}_{i,t}$ and second it is performed for $t = 1, 2, \ldots, T$. However, for the quasi-optimal filter, the estimation procedure is implemented by the order of $t = 1, 2, \ldots, T$ and $i = 1, 2, \ldots, N$.

**Remark 2 ($q_{i,t} \approx 1/N$):** For simplicity of discussion, we consider $p(x) = \sum_{i=1}^{N} w_i p_i(x)$ as the target density, where each component is represented as: $p(x) = p(x|Y_t)$, $w_i = q_{i,t}$ and $p_i(x) = p_y(y_t|x)p_x(x|\alpha_{i,t-1|t-1})/\gamma_{i,t}$ in this case.

Under the setup, the approximation $q_{i,t} \approx 1/N$ shown in equation (14) implies that $p(x) = \sum_{i=1}^{N} w_i p_i(x)$ is approximated as $p(x) \approx (1/N) \sum_{i=1}^{N} p_i(x)$, where $\sum_{i=1}^{N} w_i = 1$. Let us define $\mu_i = \int x p_i(x)dx$ and $\sigma^2_i = \int (x - \mu)^2 p_i(x)dx$.

The expectation of $x$ based on the true density $p(x) = \sum_{i=1}^{N} w_i p_i(x)$ is given by:

$$\sum_{i=1}^{N} w_i \int x p_i(x)dx = \sum_{i=1}^{N} w_i \mu_i \equiv \mu.$$  

The expectation of $x$ from the approximated density $p(x) \approx (1/N) \sum_{i=1}^{N} p_i(x)$ is obtained as:

$$\frac{1}{N} \sum_{i=1}^{N} \int x p_i(x)dx = \frac{1}{N} \sum_{i=1}^{N} \mu_i,$$

which is not necessarily equal to $\sum_{i=1}^{N} w_i \mu_i$. When $\mu_i = \mu$ for all $i$, mean from the true density is equal to that from the approximated one.

Variance obtained from the true density is given by:

$$\sum_{i=1}^{N} w_i \int (x - \mu)^2 p_i(x)dx = \sum_{i=1}^{N} w_i \sigma^2_i \equiv \sigma^2,$$

and that from the approximated density is:

$$\frac{1}{N} \sum_{i=1}^{N} \int (x - \mu)^2 p_i(x)dx = \frac{1}{N} \sum_{i=1}^{N} \sigma^2_i.$$
When \( \sigma_i^2 = \sigma^2 \) for all \( i \), variance from the true density is equal to that from the approximated one. If \( \sigma_i^2 \) is small when \( w_i \) is large, it can be easily verified that \( \sum_{i=1}^{N} w_i \sigma_i^2 \) is smaller than \( (1/N) \sum_{i=1}^{N} \sigma_i^2 \). In this paper, the former corresponds to variance from the rejection sampling approach while the latter is associated with the quasi-optimal approach. Thus, the rejection sampling filter is more efficient than the quasi-optimal filter.

From the above results, the true density is equivalent to the approximated one when \( p_i(x) = p(x) \) for all \( i \). This case corresponds to the condition that (i) \( \alpha_{i,t-1|t-1} \) is constant for all \( i \) or (ii) \( p(y_t|x)p_\alpha(x|\alpha_{i,t-1|t-1}) \) is flat with respect to \( \alpha_{i,t-1|t-1} \). For (i), if \( p(\alpha_{t-1}|Y_{t-1}) \) is distributed within narrow range, i.e., if variance of \( \alpha_{t-1} \) given \( Y_{t-1} \) is small, \( \alpha_{i,t-1|t-1}, i = 1, 2, \ldots, N \), are close enough to each other. (ii) implies the approximation: \( p(\alpha_t|Y_t) \approx p(\alpha_t|y_t) \).

**Smoothing:** In equation (11), approximating \( q^*_{ij,t} \) as \( 1/N \), the smoothing density \( p(\alpha_t|Y_T) \) is represented as:

\[
p(\alpha_t|Y_T) \approx \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \left( \frac{p(y_t|\alpha_t)p_\alpha(\alpha_{j,t+1|T}|\alpha_t)p_\alpha(\alpha_t|\alpha_{i,t-1|t-1})}{\gamma^*_{ij,t}} \right) \\
\approx \frac{1}{N} \sum_{i=1}^{N} \left( \frac{p(y_t|\alpha_t)p_\alpha(\alpha_{i,t+1|T}|\alpha_t)p_\alpha(\alpha_t|\alpha_{i,t-1|t-1})}{\gamma^*_{i,t}} \right) \\
\]

Implications of the second line in equation (15) and \( q^*_{ij,t} \approx 1/N \) are discussed later in Remark 3. From equation (15), given \( i \), consider generating a random draw of \( \alpha_t \) (i.e., denoted by \( \alpha_{i,t|T} \)) from the target density \( p(y_t|\alpha_t)p_\alpha(\alpha_{i,t+1|T}|\alpha_t)p_\alpha(\alpha_t|\alpha_{i,t-1|t-1})/\gamma^*_{i,t} \). Define the acceptance probability \( \omega_{\alpha}(x,z) \) as:

\[
\omega_{\alpha}(x,z) = \begin{cases} 
\min \left( \frac{p(y_t|z)p_\alpha(\alpha_{i,t+1|T}|z)p_\alpha(z|\alpha_{i,t-1|t-1})p_\alpha(x|z)}{p(y_t|x)p_\alpha(\alpha_{i,t+1|T}|x)p_\alpha(x|\alpha_{i,t-1|t-1})p_\alpha(z|x)}, 1 \right), & \text{if } p(y_t|x)p_\alpha(\alpha_{i,t+1|T}|x)p_\alpha(x|\alpha_{i,t-1|t-1})p_\alpha(z|x) > 0, \\
1, & \text{otherwise}.
\end{cases}
\]

From equation (15), the estimation procedure for the quasi-optimal smoother is implemented as follows:

(i) Pick up appropriate values for \( \alpha_{0,t|T}, t = 1, 2, \ldots, T \).

(ii) Generate a random draw \( z \) from \( p_\alpha(\cdot|\alpha_{i-1,t|T}) \) and a uniform random draw \( u \) from the uniform distribution between zero and one.

(iii) Set \( \alpha_{i,t|T} = z \) if \( u \leq \omega_{\alpha}(\alpha_{i-1,t|T}, z) \) and \( \alpha_{i,t|T} = \alpha_{i-1,t|T} \) otherwise.

(iv) Repeat (ii) and (iii) for \( t = T - 1, T - 2, \ldots, 1 \).

(v) Repeat (ii) – (iv) for \( i = 1, 2, \ldots, N \).
Thus, given $\alpha_{i,t-1|t-1}$, we can generate $\alpha_{i,t|T}$, which implies a backward recursive algorithm on random draws. Note that the filtering random draw $\alpha_{i,t-1|t-1}$ is utilized to obtain the smoothing random draw $\alpha_{i,t|T}$. Therefore, $\alpha_{i,t|T}$ is based on $\alpha_{i,t-1|t-1}$ and $\alpha_{i,t+1|T}$. For the rejection sampling smoother, first the procedure is implemented for $i, j = 1, 2, \cdots, N$ to compute $\hat{\gamma}_{i,j,t}$, and second it is performed for $t = 1, 2, \cdots, T$. However, for the quasi-optimal smoother, the estimation procedure is implemented by the order of $t = 1, 2, \cdots, T$ and $i = 1, 2, \cdots, N$, which is different from the rejection sampling smoother in the sense of computation order.

**Remark 3 (the 2nd Line in Eq. (15) and $q_{ij,t}^* \approx 1/N$):** If we generate $\alpha_{t+1}$ and $\alpha_{t-1}$ separately from the two marginal densities $p(\alpha_{t+1}|Y_T)$ and $p(\alpha_{t-1}|Y_{t-1})$, we obtain $(\alpha_{j,t+1|T}, \alpha_{i,t-1|t-1})$. However, by generating $\alpha_{t+1}$ and $\alpha_{t-1}$ simultaneously from the joint density $p(\alpha_{t+1}|Y_T)p(\alpha_{t-1}|Y_{t-1})$, we can obtain $(\alpha_{i,t+1|T}, \alpha_{i,t-1|t-1})$. Thus, we have the second line in equation (15) by generating random draws from the joint density.

As in Remark 2, if $\alpha_{j,t+1|T}$ is constant for all $j$ and $\alpha_{i,t-1|t-1}$ is also constant for $i$, we have $q_{ij,t}^* \approx 1/N$. Or if $p_y(y_t|\alpha_t)p_\alpha(\alpha_{j,t+1|T}|\alpha_t)p_\alpha(\alpha_{i,t-1|t-1})/\gamma_{ij,t}^*$ is flat with respect to both $\alpha_{j,t+1|T}$ and $\alpha_{i,t-1|t-1}$, we have $q_{ij,t}^* \approx 1/N$.

**Mean, Variance and Likelihood Function:** When the random draws (i.e., $\alpha_{i,t|s}$) are available, evaluation of $E(g(\alpha_t)|Y_s)$ is given by:

$$E(g(\alpha_t)|Y_s) \approx \frac{1}{N - M} \sum_{i=M+1}^{N} g(\alpha_{i,t|s}).$$

Usually, $10-20\%$ of $N$ is taken for $M$, which implies that the first $M$ random draws are excluded because of stability of the random draws. In Monte Carlo studies of Section 5, we take $M = 0.2N$.

When the unknown parameters are included in the system, the likelihood function (7) to be estimated is represented as:

$$p(Y_T) = \prod_{t=1}^{T} \left( \frac{1}{N - M} \sum_{i=M+1}^{N} p_y(y_t|\alpha_{i,t|t-1}) \right),$$

where $\alpha_{i,t|t-1}$ is obtained from the transition equation $\alpha_{i,t|t-1} = f_t(\alpha_{i,t-1|t-1}, \eta_{i,t})$ given a random draw of $\eta_t$ (i.e., $\eta_{i,t}$).

**Proposal Density:** For the quasi-optimal filter, we may choose the following proposal densities: (A) $p_a(z|\alpha_{i,t-1|t-1})$, (B) $N(a_{1|t}^*, c_{1|t}^*)$ and (C) $N(x, c_{1|t}^*)$ as the candidates of the proposal density $p_a(z|x)$. $c = 1, 2, 4, 9, 16, 25$ is taken in Monte Carlo studies of Section 5. $a_{1|t}^*$ and $\Sigma_{1|t}^*$ denote the mean and variance estimated by the extended Kalman filter.
Table 1: Comparison of Computational Time (Number of Iteration)

<table>
<thead>
<tr>
<th></th>
<th>Filtering</th>
<th>Smoothing</th>
</tr>
</thead>
<tbody>
<tr>
<td>EK</td>
<td>T</td>
<td>T + (T − 1)</td>
</tr>
<tr>
<td>MCMC</td>
<td>NT(T − 1)/2</td>
<td>NT(T − 1)/2</td>
</tr>
<tr>
<td>QUASI</td>
<td>NT</td>
<td>NT + N(T − 1)</td>
</tr>
</tbody>
</table>

For the quasi-optimal smoother, similarly, as discussed above, (A) $p_{\alpha}(z|\alpha_{i,t-1|T})$, (B) $N(a_{t|T}, c\Sigma_{t|T}^*)$ and (C) $N(x, c\Sigma_{t|T}^*)$ might be plausible for the candidates of the proposal density. $a_{t|T}^*$ and $\Sigma_{t|T}^*$ denote the mean and variance estimated by the extended Kalman smoother.

(A) and (B) are called the independence chain while (C) is called the random walk chain. See Chib and Greenberg (1995).

**Order of Computation:** For the rejection sampling filter, the order of computation is $(N^2 + (N + A + 1)N)T$, because we need the order of $N^2$ in computing $\hat{\gamma}_{i,t}$ for each $t$, and that of $N$ in choosing $i$ and that of $(A + 1)$ in implementing rejection sampling for each $i$ and $t$, where $A$ denotes the average number of rejection. The Markov chain Monte Carlo filter requires the order of $\sum_{t=1}^{T} tN = NT(T − 1)/2$. However, for the quasi-optimal filter, the order of computation is only $TN$. Therefore, the quasi-optimal filter is $N + (N + A + 1)$ times faster than the rejection sampling filter in computational time and $(T − 1)/2$ times faster than the Markov chain Monte Carlo filter. According to the computation reduction method shown in (12), since computation of $\hat{\gamma}_{i,t}$ is the order of $N$ for each $t$, the computational burden of the rejection sampling filter reduces to the order of $(N + (N + A + 1))T$. In this case, the rejection sampling filter is $1 + (N + A + 1)$ times slower than the quasi-optimal filter in computational time.

For the rejection sampling smoother, in addition to computation for filtering, the order of computation is $(N^2 + (N + A + 1))N(T − 1)$, because for each $i$ and $t$ we need the order of $N^2$ in computing $\hat{\gamma}_{i,t}^*$, that of $N$ in choosing $i$ and that of $(A + 1)$ in implementing rejection sampling. The Markov chain Monte Carlo smoother requires the order of $\sum_{t=1}^{T} tN = NT(T − 1)/2$, where smoothing is not based on filtering in this case. However, for the quasi-optimal smoother, in addition to computation for filtering, the order of computation is $(T − 1)N$. Therefore, except for computation of filtering, the rejection sampling
smoother is \( N^2 + (N + A + 1) \) times faster than the quasi-optimal smoother in computational time and \( T/2 \) times faster than the Markov chain Monte Carlo smoother. By the computation reduction method, since computation of \( \hat{\gamma}_{ij,t}^* \) reduces to the order of \( N \) for each \( i \) and each \( t \), the computational burden of the rejection sampling smoother becomes the order of \( (N + (N + A + 1))N(T - 1) \).

In this case, the rejection sampling smoother is \( N + (N + A + 1) \) times slower than the quasi-optimal smoother in computational time. Thus, the quasi-optimal filter and the quasi-optimal smoother have much less computational burden than the rejection sampling procedure and the Markov chain Monte Carlo approach.

A comparison of computation is summarized in Table 1. EK, RS, MCMC and QUASI denote the extended Kalman filter, the rejection sampling procedure, the Markov chain Monte Carlo procedure and the quasi-optimal procedure, respectively. RS* implies the RS with the computation reduction method shown in (12). Except for MCMC, since smoothing is based on filtering, the order of computation becomes sum of filtering and smoothing. That is, in Table 1, computation on filtering is equivalent to the first term of computation on smoothing for EK, RS, RS* and QUASI.

**Data Storage:** We compare the quasi-optimal procedure and the rejection sampling procedure from the data storage. Note that implementation of the quasi-optimal filter and quasi-optimal smoother is summarized as:

(i) Generate a random draw of \( \alpha_t \) (i.e., denoted by \( \alpha_{i,t|t} \)) from \( p_y(y_t|\alpha_t) \)

\[ p_u(\alpha_t|\alpha_{i,t-1|t-1})/\gamma_{i,t}^* \] for \( t = 1, 2, \ldots, T \).

(ii) Generate a random draw of \( \alpha_t \) (i.e., denoted by \( \alpha_{i,t+1|T} \)) from \( p_y(y_T|\alpha_t) \)

\[ p_u(\alpha_{i,t+1|T}|\alpha_t)p_u(\alpha_t|\alpha_{i,t-1|t-1})/\gamma_{i,t}^* \] for \( t = T - 1, T - 2, \ldots, 1 \).

(iii) Repeat (i) and (ii) for \( i = 1, 2, \ldots, N \).

Thus, for the quasi-optimal procedure, filtering is represented together with smoothing as in Steps (i) – (iii). After computing filtering and smoothing for \( t \), we repeat (i) and (ii) with respect to \( i \). Therefore, the \( i \)-th filtering random draws \( \alpha_{i,t|t} \) for \( t = 1, 2, \ldots, T \) (i.e., \( T \) random draws) are used for the \( i \)-th smoothing random draws \( \alpha_{i,t|T} \) for \( t = T - 1, T - 2, \ldots, 1 \). However, for the rejection sampling smoother, all the filtering random draws \( \alpha_{i,t|t} \) for \( i = 1, 2, \ldots, N \) and \( t = 1, 2, \ldots, T \) (i.e., \( N \times T \) random draws) should be stored for smoothing. That is, after all the filtering random draws are computed, the smoothing random draws should be generated using the backward recursive algorithm in Section 3.1. In order to obtain the \( i \)-th random draw of \( \alpha_t \) from the smoothing density (i.e., \( \alpha_{i,t|T} \)), the quasi-optimal smoother uses the \( i \)-th random draw of \( \alpha_{i,t-1} \) from the filtering density (i.e., \( \alpha_{i,t-1|t-1} \)) while the rejection sampling smoother utilizes all the filtering random draws \( (\alpha_{i,t-1|t-1}, \ldots, \alpha_{i,t|t}) \).
\( \alpha_{2,t-1|t-1}, \cdots, \alpha_{N,t-1|t-1} \). Accordingly, it is clear that the quasi-optimal filter and quasi-optimal smoother have the advantage from the data storage, compared with the rejection sampling filter and smoother.

The Markov chain Monte Carlo procedure shown in Section 3.2 requires the exactly same amount of data storage as the quasi-optimal procedure shown in this section. In the estimation procedure (i) – (vii) of the Markov chain Monte Carlo approach, \( \alpha_{i,s|t} \) for \( i = 1, 2, \cdots \) and \( s = 1, 2, \cdots, t \) are generated, which are utilized to compute the smoothing means \( a_{s|t}, s = 1, 2, \cdots, t \). That is, the Markov chain Monte Carlo approach computes all the possible smoothing random draws in the algorithm (i) – (vii), although we need \( \alpha_{i,t|s} \) for \( s = t, T \). Thus, the Markov chain Monte Carlo procedure needs a lot of unnecessary computation.

5 MONTE CARLO STUDIES

In this section, by Monte Carlo studies, we compare numerical accuracy for all the estimators introduced in Sections 3 and 4, i.e., the rejection sampling procedure (Section 3.1), the Markov chain Monte Carlo procedure (Section 3.2) and the quasi-optimal filter and smoother (Section 4). The following state-space models are examined.

Simulation I (Linear and Normal Model): Consider the scalar system:
\[
y_t = \alpha_t + \epsilon_t \quad \text{and} \quad \alpha_t = \delta \alpha_{t-1} + \eta_t \]
The initial value \( \alpha_0 \) and the error terms \( \epsilon_t \) and \( \eta_t, t = 1, 2, \cdots, T \), are assumed to be distributed as: \( \alpha_0 \sim N(0, 1) \) and \( (\epsilon_t, \eta_t)' \sim N(0, I_2) \), where \( I_2 \) denotes a 2 \times 2 identity matrix. The exactly same assumptions on the initial value and the error terms are taken in Simulations II and III.

Simulation II (ARCH Model): Consider the state-space model:
\[
y_t = \alpha_t + \epsilon_t \quad \text{and} \quad \alpha_t = \left( \delta_0 + \delta \alpha_{t-1}^2 \right)^{1/2} \eta_t \]
for \( \delta_0 > 0 \) and \( 0 \leq \delta < 1 \), \( \alpha_t \) follows an ARCH model and \( y_t \) consists of the ARCH process \( \alpha_t \) and the error term \( \epsilon_t \). In this simulation study, \( \delta_0 = 1 - \delta \) is taken. \( \delta_0 = 1 - \delta \) in the transition equation implies that the unconditional variance of \( \alpha_t \) is normalized to be one. See Engle (1982) and Bollerslev, Engle and Nelson (1994) for the ARCH model.

Simulation III (Stochastic Volatility Model): The scalar system is represented as:
\[
y_t = \exp(0.5 \alpha_t) \epsilon_t \quad \text{and} \quad \alpha_t = \delta \alpha_{t-1} + \eta_t \]
for \( 0 \leq \delta < 1 \). See Ghysels, Harvey and Renault (1996) for the stochastic volatility model.

Simulation IV (Logistic Model): Next, consider the following non-linear scalar system:
\[
y_t = \exp(\alpha_t) / (\exp(\alpha_t) + \exp(\epsilon_t)) \quad \text{and} \quad \alpha_t = \exp(\alpha_{t-1}) / (\exp(\alpha_{t-1}) + \exp(\eta_t)) \]
where we assume that \( \alpha_0 \sim U(0, 1) \) and \( (\epsilon_t, \eta_t)' \sim N(0, I_2) \). Tanizaki (1993, 1996) took the logistic model as an example.
Simulation V (Nonstationary Growth Model): Take the univariate system: 
\[ y_t = \alpha_t^2/20 + \epsilon_t \] and \[ \alpha_t = \alpha_{t-1}/2 + 25\alpha_{t-1}/(1 + \alpha_{t-1}^2) + 8\cos(1.2(t-1)) + \eta_t, \] where \( \alpha_0 \sim N(0,10), \epsilon_t \sim N(0,1), \) and \( \eta_t \sim N(0,10). \) \( \epsilon_t \) and \( \eta_t \) are assumed to be mutually independent. The nonstationary growth model is examined in Kitagawa (1987, 1996) and Carlin, Polson and Stoffer (1992).

Simulation VI (Multivariate Non-Gaussian Cases): Finally, we examine the following bivariate state space model: 
\[ y_t = \alpha_1 t x_t + \alpha_2 t + \eta_t, \] where \( \alpha_t = (\alpha_{1t}, \alpha_{2t})' \) and \( \eta_t = (\eta_{1t}, \eta_{2t})'. \) Each density is assumed to be: \( \eta_{2t} \sim \text{Logistic} \) (i.e., the logistic cumulative distribution function is given by: \( F(x) = (\exp(-x) + 1)^{-1} \), \( \eta_{1t} \sim N(0,1) \) and \( x_t \sim U(0,1). \) For the initial value \( \alpha_0 = (\alpha_{10}, \alpha_{20})' \), we take the assumption that \( \alpha_{10} \sim N(0,1) \). Moreover, \( \epsilon_t, \eta_{1t}, \eta_{2t}, x_t, \alpha_{10} \) and \( \alpha_{20} \) are assumed to be mutually independent. Under the model, we take the following two cases:

Case I: \( \eta_{2t} \sim t(3) \) and \( \alpha_{20} \sim t(3). \)

Case II: \( \eta_{2t} \sim N(0,1) \) and \( \alpha_{20} \sim N(0,1). \) The data generating process is \( \epsilon_t \sim \text{Logistic} \) as shown above, but the estimated model is \( \epsilon_t \sim N(0,1). \)

We compare the extended Kalman filter and smoother and the nonlinear and non-Gaussian filters and smoothers introduced in Sections 3 and 4. Note that the extended Kalman filter and smoother reduce to the conventional Kalman filter and smoother in the case where the system is linear and normal (i.e., Simulation I). The simulation procedure is as follows:

(i) Generating random numbers of \( \eta_t \) for \( t = 1, 2, \cdots, T, \) we obtain a set of data \( y_t \) and \( \alpha_t, t = 1, 2, \cdots, T, \) from equations (1) and (2), where \( T = 100 \) is taken.

(ii) Given \( Y_T, \) perform each estimator.

(iii) Repeat (i) and (ii) \( G \) times and compare the root mean square error (RMSE) for each estimator.

RMSE is defined as: \( \text{RMSE} = (1/T) \sum_{t=1}^{T} \text{MSE}_{s|s}^{1/2} \) for \( s = t, T, \) where the mean square error (MSE) is given by: \( \text{MSE}_{s|s} = (1/G) \sum_{g=1}^{G} (\alpha_{s|g}^{(g)} - \alpha_{s|s}^{(g)})^2 \) and \( \alpha_{s|g}^{(g)} \) takes the state variable estimated by each estimator while \( \alpha_{s|s}^{(g)} \) denotes the artificially simulated state variable in (i). The superscript \( (g) \) denotes the \( g \)-th simulation run, where \( G = 1000 \) is taken.

Results and Discussion: The results are in Tables 2 – 5. In Tables 2 and 3, the parameter \( \delta \) is assumed to be known in Simulations I – III.
Table 5, estimation of $\delta$ is examined. The univariate cases are investigated in Tables 2, 3 and 5, while the multivariate cases are examined in Table 4. In each table, I, II, III, IV, V and VI denote Simulations I, II, III, IV, V and VI, respectively. Table 2 shows difference between four sorts of estimators, where EK, RS*, MCMC and QUASI denote the extended Kalman filter and smoother, the rejection sampling filter and smoother using the computation reduction method, the Markov chain Monte Carlo procedure with proposal density (A), and the quasi-optimal procedure shown in Section 4. For QUASI, (A), (B) and (C) in Tables 2 – 5 indicate three kinds of the proposal density discussed in the previous section. For MCMC, we do not examine proposal densities (B) and (C).

First, we compare each estimator in Table 2. As $N$ is large, RMSE becomes small for all the cases. For Simulation I, since the system is linear and normal, it is easily expected that EK is the best estimator of all the other estimators. For EK of Simulations II and III, filtering is exactly equivalent to smoothing because the first derivative of $h_t(\alpha_t, \epsilon_t)$ with respect to $\alpha_t$ is evaluated as zero. MCMC is very close to EK in the sense of RMSE, compared with RS* and QUASI (A). For Simulations II – IV, MCMC gives us the smallest RMSE’s, but for Simulation V it is the worst estimator of the simulation-based estimators. One of the reasons why MCMC is the worst estimator in Simulation V is due to slow convergence of the Gibbs sampler, depending on nonlinearity and nonnormality of the system. Although RS* and QUASI are inferior to MCMC for Simulations I – IV, difference between them is very small.

Moreover, for Simulation V, the best estimator is RS* and the second best is QUASI (A), where both RS* and QUASI (A) give us much smaller RMSE’s than MCMC. Especially as far as we focus on filtering, RS* is very close to QUASI (A). As the number of random draws increases, RS* surely goes to the true state values under the condition that the acceptance probability is greater than zero. Similarly, MCMC certainly approaches the true state values as the number of random draws is large. However, we should keep in mind that both RS* and MCMC have serious computational disadvantages. RS* cannot be implemented when the acceptance probability is very small. MCMC has the case where convergence is extremely slow. On the other hand, QUASI can be applied to any nonlinear and non-Gaussian cases, where the amount of computation does not depend on the distribution and the functional form. Furthermore, QUASI shows a quite good performance in the RMSE criterion for all the cases. Accordingly, QUASI might be recommended in practice, rather than RS* and MCMC.

Next, we examine QUASI (A) in Table 2 and QUASI (B) and QUASI (C) in Table 3, where QUASI is compared with various candidates of the proposal density, i.e., (A), (B) and (C). That is, we take (A) $p_\epsilon(z|x) = p_\alpha(z|\alpha_{t-1|s})$ in Table 2, and (B) $p_\epsilon(z|x) = \mathcal{N}(\alpha_{t|s}, \Sigma_{t|s})$ and (C) $p_\epsilon(z|x) = \mathcal{N}(x, \Sigma_{t|s})$ in
Table 2: Univariate Cases: Simulations I – V

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.5</td>
<td>0.9</td>
<td>1.0</td>
<td>0.5</td>
<td>0.9</td>
<td>0.5</td>
</tr>
<tr>
<td>(a) Filtering</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EK</td>
<td>.7307</td>
<td>.7747</td>
<td>.7878</td>
<td>.7061</td>
<td>.6439</td>
<td>1.161</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>.7326</td>
<td>.7778</td>
<td>.7910</td>
<td>.6927</td>
<td>.5395</td>
</tr>
<tr>
<td>RS*</td>
<td>.7326</td>
<td>.7768</td>
<td>.7902</td>
<td>.6928</td>
<td>.5388</td>
<td>.937</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>.7313</td>
<td>.7758</td>
<td>.7890</td>
<td>.6912</td>
<td>.5366</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.7311</td>
<td>.7752</td>
<td>.7883</td>
<td>.6907</td>
<td>.5363</td>
</tr>
<tr>
<td>MCMC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QUASI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(A)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS*</td>
<td>.7330</td>
<td>.7796</td>
<td>.7942</td>
<td>.6935</td>
<td>.5412</td>
<td>.937</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>.7313</td>
<td>.7770</td>
<td>.7910</td>
<td>.6911</td>
<td>.5376</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.7312</td>
<td>.7769</td>
<td>.7907</td>
<td>.6910</td>
<td>.5370</td>
</tr>
<tr>
<td>MCMC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QUASI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(A)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b) Smoothing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EK</td>
<td>.7057</td>
<td>.6822</td>
<td>.6705</td>
<td>.7061</td>
<td>.6439</td>
<td>1.161</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>.7095</td>
<td>.6874</td>
<td>.6755</td>
<td>.6847</td>
<td>.5225</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>.7080</td>
<td>.6850</td>
<td>.6729</td>
<td>.6828</td>
<td>.5192</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.7064</td>
<td>.6833</td>
<td>.6713</td>
<td>.6813</td>
<td>.5172</td>
</tr>
<tr>
<td>RS*</td>
<td>.7076</td>
<td>.6847</td>
<td>.6731</td>
<td>.6828</td>
<td>.5196</td>
<td>.908</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>.7067</td>
<td>.6837</td>
<td>.6717</td>
<td>.6818</td>
<td>.5175</td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>.7063</td>
<td>.6829</td>
<td>.6712</td>
<td>.6812</td>
<td>.5169</td>
</tr>
<tr>
<td>MCMC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QUASI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(A)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QUASI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(A)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3, where $s = t – 1$ for filtering and $s = T$ for smoothing. Thus, the three candidates are compared for QUASI. Note that Simulation IV is not computed in Table 3 because the state variable lies on the interval between zero and one (for (B) and (C), the state variable takes any value). In Table 3, the cases of $c = 1, 2, 4, 9, 16, 25$ are examined and $N = 10000$ is taken. The case $N = 10000$ of QUASI (A) in Table 2 should be compared with Table 3. As $\delta$ is large (i.e., as correlation between $\alpha_t$ and $\alpha_{t-1}$ is high), difference between proposal densities (A) and (B) (or (C)) increases in the sense of RMSE. Especially, for Simulation V and $\delta = 0.9$ of Simulations II and III, proposal densities (B) and (C) do not work well, compared with proposal density (A). Moreover, the RMSE’s are not improved by $c$. Therefore, in these simulation studies, (A) might be recommended, rather than (B) and (C).
<table>
<thead>
<tr>
<th></th>
<th>c \ δ</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.5</td>
<td>0.9</td>
<td>1.0</td>
<td>0.5</td>
<td>0.9</td>
<td>0.5</td>
<td>0.9</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Filtering</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QUASI (B) 1</td>
<td>.7321</td>
<td>.7865</td>
<td>.8053</td>
<td>.7011</td>
<td>.6324</td>
<td>.9497</td>
<td>1.4094</td>
<td>18.23</td>
</tr>
<tr>
<td>QUASI (B) 2</td>
<td>.7324</td>
<td>.7900</td>
<td>.8106</td>
<td>.6985</td>
<td>.6227</td>
<td>.9447</td>
<td>1.3705</td>
<td>17.10</td>
</tr>
<tr>
<td>QUASI (B) 4</td>
<td>.7326</td>
<td>.7925</td>
<td>.8149</td>
<td>.6970</td>
<td>.6103</td>
<td>.9421</td>
<td>1.3512</td>
<td>15.92</td>
</tr>
<tr>
<td>QUASI (B) 9</td>
<td>.7327</td>
<td>.7942</td>
<td>.8180</td>
<td>.6964</td>
<td>.5966</td>
<td>.9409</td>
<td>1.3470</td>
<td>14.81</td>
</tr>
<tr>
<td>QUASI (B) 16</td>
<td>.7327</td>
<td>.7950</td>
<td>.8193</td>
<td>.6963</td>
<td>.5885</td>
<td>.9406</td>
<td>1.3511</td>
<td>14.28</td>
</tr>
<tr>
<td>QUASI (B) 25</td>
<td>.7328</td>
<td>.7952</td>
<td>.8197</td>
<td>.6962</td>
<td>.5833</td>
<td>.9404</td>
<td>1.3563</td>
<td>13.96</td>
</tr>
<tr>
<td>b) Smoothing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QUASI (C) 1</td>
<td>.7330</td>
<td>.7958</td>
<td>.8207</td>
<td>.6969</td>
<td>.5872</td>
<td>.9397</td>
<td>1.2748</td>
<td>14.04</td>
</tr>
<tr>
<td>QUASI (C) 2</td>
<td>.7328</td>
<td>.7956</td>
<td>.8206</td>
<td>.6964</td>
<td>.5815</td>
<td>.9397</td>
<td>1.2894</td>
<td>13.85</td>
</tr>
<tr>
<td>QUASI (C) 4</td>
<td>.7328</td>
<td>.7955</td>
<td>.8207</td>
<td>.6961</td>
<td>.5769</td>
<td>.9398</td>
<td>1.3075</td>
<td>13.34</td>
</tr>
<tr>
<td>QUASI (C) 9</td>
<td>.7328</td>
<td>.7955</td>
<td>.8207</td>
<td>.6961</td>
<td>.5734</td>
<td>.9399</td>
<td>1.3299</td>
<td>11.92</td>
</tr>
<tr>
<td>QUASI (C) 16</td>
<td>.7328</td>
<td>.7956</td>
<td>.8208</td>
<td>.6961</td>
<td>.5721</td>
<td>.9400</td>
<td>1.3444</td>
<td>10.91</td>
</tr>
<tr>
<td>QUASI (C) 25</td>
<td>.7329</td>
<td>.7958</td>
<td>.8209</td>
<td>.6962</td>
<td>.5715</td>
<td>.9402</td>
<td>1.3556</td>
<td>10.20</td>
</tr>
</tbody>
</table>

Table 3: Quasi-Optimal Estimator: Proposal Densities (B) and (C) — N = 10000 —
Table 4: Multivariate Cases: Simulation VI

<table>
<thead>
<tr>
<th></th>
<th>200</th>
<th>500</th>
<th>1000</th>
<th>200</th>
<th>500</th>
<th>1000</th>
<th>200</th>
<th>500</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Case I</td>
<td>Case II</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\alpha_{1t}$</td>
<td>$\alpha_{2t}$</td>
<td>$\alpha_{1t}$</td>
<td>$\alpha_{2t}$</td>
<td>$\alpha_{1t}$</td>
<td>$\alpha_{2t}$</td>
<td>$\alpha_{1t}$</td>
<td>$\alpha_{2t}$</td>
<td>$\alpha_{1t}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5: Estimation of Unknown Parameter $\delta$

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\delta$</th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>EK</td>
<td>AVE</td>
<td>0.47</td>
<td>0.88</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.14</td>
<td>0.06</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>25%</td>
<td>0.40</td>
<td>0.85</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.49</td>
<td>0.89</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>0.57</td>
<td>0.92</td>
<td>1.00</td>
</tr>
<tr>
<td>QUASI (A)</td>
<td>1000</td>
<td>AVE</td>
<td>0.48</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.11</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>25%</td>
<td>0.47</td>
<td>0.89</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.50</td>
<td>0.90</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>0.53</td>
<td>0.91</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>AVE</td>
<td>0.48</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.13</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>25%</td>
<td>0.43</td>
<td>0.89</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.50</td>
<td>0.90</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>0.55</td>
<td>0.91</td>
<td>1.00</td>
</tr>
</tbody>
</table>

In Table 4, two multivariate cases are examined. In Case I, $\eta_{2t} \sim t(3)$ and $\alpha_{20} \sim t(3)$ are assumed. In Case II, $\eta_{2t} \sim N(0, 1)$ and $\alpha_{20} \sim N(0, 1)$ are taken, and moreover the data generating process is $\epsilon_t \sim \text{Logistic}$ but the estimated model uses $\epsilon_t \sim N(0, 1)$. We obtain the almost same results as Simulations I – V in Table 2. We see from Table 4 that RS* performs the best estimator.

Finally, in Table 5, the estimation results of unknown parameter $\delta$ are shown. The estimates of $\delta$ are compared for EK and QUASI (A). AVE and RMSE represent the arithmetic average and the root mean square error from the $G$ estimates of $\delta$. 25%, 50% and 75% give us the 0.25th, 0.50th and 0.75th percentiles from the $G$ estimates of $\delta$, where $G = 1000$ in this paper. The maximization of the likelihood function is performed by a simple grid search, in which the likelihood function is maximized by changing the parameter value of $\delta$ by 0.01. From Table 5, we obtain the result that QUASI (A) is superior to EK in the sense of AVE, RMSE and 50%, because for all the cases (Simulations I and II, $\delta = 0.5, 0.9, 1.0$), both AVE and 50% of QUASI are closer to each true parameter value than those of EK and QUASI has smaller RMSE than EK. Moreover, we have the case where EK does not work for maximization of the likelihood function (see Simulation III). For the extended Kalman filter in Simulation III, note that the likelihood function does not depend on $\delta$ when evaluation of the first derivative of $h_t(\alpha_t, \epsilon_t)$ with respect to $\alpha_t$ is zero and the
initial value is given by $a_{0|0}^* = 0$.

6 SUMMARY

In this paper, we have proposed QUASI, which features are as follows: QUASI does not give us the exact filtering and smoothing solutions, but QUASI yields much less computer-intensive and relatively efficient estimators in the root mean square error criterion. Rejection sampling has the disadvantages which it takes an extremely lot of time when the acceptance probability is close to zero and it cannot be applied when the acceptance probability is equal to zero. The disadvantages of the Gibbs sampler are: the random draws generated by the Gibbs sampler converge slowly to the random draws generated from the true target density when the random variables are highly correlated with each other, i.e., a numerous number of random draws have to be generated in this case. Even though both RS and MCMC give us the true estimates of the state variables as the number of random draws is large enough, it is not realistic in practice to generate a great number of random draws from computational point of view and accordingly precision of the two estimators is not so reliable under the finite number of random draws. Therefore, we have proposed the quasi-optimal procedure as the second best estimator, which can be applied to any nonlinear and non-Gaussian type of the state space models while the rejection sampling procedure requires the condition that the acceptance probability is greater than zero.

Furthermore, through the Monte Carlo studies, the followings are examined: (i) QUASI is compared with EK, RS$^*$ and MCMC, (ii) the three candidates of the proposal density are examined for QUASI, and (iii) in the case where the unknown parameter is included in the system, estimation of the parameter is performed by the maximum likelihood method. We have obtained the results as follows. QUASI shows a good performance, which is very close to RS$^*$. MCMC performs very bad for Simulation V because of slow convergence of the Gibbs sampler depending on nonlinearity and nonnormality of the system. For QUASI, in the case where we compare the three candidates of the proposal density, proposal density (A) is superior to proposal densities (B) and (C).

For the simulation-based estimator, precision of the state estimates and the computation cost are trade-off in general. As the number of random draws increases, precision of the estimates increases. However, at the same time, it is not realistic to generate infinitely many random draws. Therefore, the quasi-optimal estimator proposed in this paper might be useful, which yields much less computational burden and relatively efficient estimator. Moreover, we should point out that the quasi-optimal approach requires much less data storage than RS$^*$. Thus, QUASI might be recommended in practice, rather
APPENDICES

APPENDIX 1: Rejection Sampling

Let $p(x)$ and $p_*(x)$ be the target density and the proposal density. When we want to generate a random draw from $p(x)$, we utilize another distribution function $p_*(x)$, which is appropriately chosen by a researcher. Define the acceptance probability as $\omega(x) = p(x)/ap_*(x)$, where the assumption $a \equiv \sup_x p(x)/p_*(x) < \infty$ is required. Rejection sampling is implemented as: (i) generate a random draw from $p_*(x)$, (ii) accept it with probability $\omega(x)$. The accepted random draw is taken as a random draw from $p(x)$. Note that $p(x)$ is not necessarily a probability density function, i.e., it is possibly a kernel of the target density function, because of the form of the acceptance probability $\omega(x)$.

In the case where both $p(x)$ and $p_*(x)$ are normally distributed as $N(\mu, \sigma^2)$ and $N(\mu_*, \sigma_*^2)$, it is easily shown that we need $\sigma_*^2 > \sigma^2$ for the condition $a \equiv \sup_x p(x)/p_*(x) < \infty$, which implies that $p_*(x)$ has to be distributed with larger variance than $p(x)$. Using rejection sampling, we can generate a random draw from any distribution function under the condition that $a \equiv \sup_x p(x)/p_*(x) < \infty$ is satisfied. However, the disadvantages of rejection sampling are: (i) we need to compute $a$, which sometimes does not exist and (ii) it takes a long time when $\omega(\cdot)$ is close to zero. See, for example, Boswell, Gore, Patil and Taillie (1993), O’Hagan (1994) and Geweke (1996) for rejection sampling.

APPENDIX 2: Gibbs Sampler

When the two conditional densities $p(x|y)$ and $p(y|x)$ are available, we consider generating random draws of $(x, y)$ from the joint density $p(x, y)$. The Gibbs sampler is performed as follows: (i) pick up an appropriate value for the initial value of $y$ (i.e., $y_0$), (ii) generate a random draw of $x$ (i.e., $x_i$) from $p(x|y_{i-1})$, (iii) generate a random draw of $y$ (i.e., $y_i$) from $p(y|x_i)$, and (iv) repeat (ii) and (iii) for $i = 1, 2, \ldots, N$.

From the basic result of the Gibbs sampler, $(x_N, y_N)$ converges to a random draw from $p(x, y)$ for sufficiently large $N$. We take an example of the bivariate case here, but it is easily extended to the multivariate cases. In addition, it is also possible that $x$ and $y$ are vectors. See Geman and Geman (1984), Tanner and Wong (1987), Gelfand and Smith (1990), Arnold (1993) and Geweke (1996, 1997) for the Gibbs sampler.
APPENDIX 3: Metropolis-Hastings Algorithm

Consider generating a random draw of $z$ from $p(z)$. The Metropolis-Hastings algorithm utilizes the proposal density $p^*(z|x)$, which has to be appropriately specified by a researcher. Define the acceptance probability $\omega(x, z)$ as:

$$
\omega(x, z) = \begin{cases} 
\min \left( \frac{p(z)p^*(x|z)}{p(x)p^*(z|x)}, 1 \right), & \text{if } p(x)p^*(z|x) > 0, \\
1, & \text{otherwise.}
\end{cases}
$$

The Metropolis-Hastings algorithm is the random number generation method such that we can generate random draws from any density function, which can be implemented as follows: (i) take an initial value of $x$ as $x_0$, (ii) given $x_{i-1}$, generate a random draw $z$ from $p^*(z|x_{i-1})$ and a uniform random draw $u$ from the interval between zero and one, (iii) set $x_i = z$ if $u \leq \omega(x_{i-1}, z)$ and $x_i = x_{i-1}$ otherwise, and (iv) repeat (ii) and (iii) for $i = 1, 2, \ldots, N$.

We can take $x_N$ as a random draw from $p(x)$ for sufficiently large $N$. For choice of the proposal density $p^*(z|x)$, the proposal density should not have too large variance and too small variance, compared with the target density (see, for example, Chib and Greenberg (1995)). That is, the proposal density should be chosen so that the chain travels over the support of the target density. This may fail to occur, with a consequent undersampling of low probability regions, if the chain is near the mode and if candidates are drawn too close to the current value (see Chib and Greenberg (1996)). For a functional form of the proposal density $p^*(z|x)$, we may take $p^*(z|x) = p^*(z - x)$, called the random walk chain, or $p^*(z|x) = p^*(z)$, called the independence chain. Note that $p(z)$ is not necessarily a probability density function, i.e., it is possibly a kernel of the target density function, because of the form of the acceptance probability $\omega(x, z)$. Remember that we need the ratio of the target and proposal densities to derive $\omega(x, z)$. Smith and Roberts (1993), Tierney (1994), Chib and Greenberg (1995, 1996) and Geweke (1996) discussed the Metropolis-Hastings algorithm.
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