Several functional forms of f(x;) are as follows.

Discrete uniform distribution (BEE—1%570):
[
f=4N

0, otherwise

where N =1,2,---.

Bernoulli distribution ("\)U X 1 43%5):

(1 — l—x, :0,1
Fo = {p (I-p) x

0, otherwise

where 0 < p < 1.
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Poisson distribution (K77 Y >9%5):
e A*

fo=q

0, otherwise,

S x:O’]’...

where A > 0.
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< Review > Taylor series expansion about xg

S (x0)
2!

where the kth derivative of f(x)is f®(x).

TAKED)

2
(x=x0) +- -+ T

J () = f(xo)+f" (x0)(x—x0)+

Taylor series expansion of f(x) = ¢* about x = 0

*_q I, 14 _ka
e = +x+2—!x +§x +"'—kZ(;E

where f®(x) = ¢*. Set x = 1and k = x.

Binomial distribution (ZI8%%):

(n)px(l—p)’”‘, x=0,1,2,---,n
) =4 \x

0, otherwise,

where0 < p<landn=1,2,---.

(a+b)" = Z .Ca’b"™* — Binomial Theorem (—JEHEH)

x=0

n n!
WCy = S — n! =1-2---n (factorial of n)
X x!(n—x)!
X ~ B(n, p)
33
< Review > ¢

Note that the definition of e is given by:

. 1 . 1\n
e=lim(1+x)" = Agg(l + E)

=2.71828182845905.
Notation
exp(x) = e*
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Geometric distribution (3${f53%5):
p(l - p)', x=0,1,--
Jx) =
0, otherwise,
where 0 < p < 1.
Negative binomial distribution (BN _IE9%):

r+x-—1

fx) = ( X

0, otherwise,

)pr(l_P)x, )CIO,I,"'

where 0 < p < 1landr > 0.
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Taylor series expansion of f(x) = (1 —x)™ about x = 0

f(x) = 1+rx+

2! 3! k

r+k-1
where f®(x) = ( L )x".

© k-1
e 3[)s

k=0

Setx=1-—pandk =x

p"=i

x=0

(r+x—1 (r+x—1

)

x=0

)(1-p)x, ie, 1

X X
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In Example 1.2 (Section 1.1), all the possible values of X are
0, 1, 2 and 3. (note that X denotes the number of heads when
a coin is cast three times).

That is, x; = 0, x, = 1, x3 = 2 and x4 = 3 are assigned in

this case.
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P(X = x) = f(x) = ﬁ(%)(%)} x=0,1,2,3.

For P(X = 1) and P(X = 2), note that each sample point is
mutually exclusive.

The above probability function is called the binomial distri-
bution (ZIE7375).

Thus, it is easy to check f(x) > 0 and ), f(x) = 1 in Exam-
ple 1.2.
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M+ ) o, i Dr+2) 5 _+(r+ k- l)xk+~-

)P’(l—p)x

Hypergeometric distribution (EBS${T93%5):

KYM-K
xN\n—x
AARZX x=0,1,---.n
flo) = M
n
0, otherwise,

where M =1,2,---,K=0,1,---,M,andn=1,2,---, M.
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The probability that X takes x;, x,, x3 or x4 is given by:

P(X = 0) = f(0) = P(ws}) =

)

| —

POC=1) = £(1) = P({ws, wg, 7))
= P({wul) + Pllwg) + Pllwrh) = 3,
PX =2) = f2) = P({ws, w5, ws})
= P(lwn)) + Plws) + Plwsh = 3,
POXC=3)= f0) = Pllo) = ¢,

which can be written as:
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Continuous Random Variable (E#iEFEERZEE)) and Prob-
ability Density Function (FEZRZHEERE): Whereas a dis-
crete random variable assumes at most a countable set of
possible values, a continuous random variable X takes any
real number within an interval /.

For the interval /, the probability which X is contained in A

is defined as:

PXel) = ff(x) dx.
I
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For example, let I be the interval between a and b for a < b.

Then, we can rewrite P(X € I) as follows:

b
Pla< X <b) :f f(x) dx,

where f(x) is called the probability density function (FESR
R of X, or simply the density function (ZFERIEY)
of X.

Some functional forms of f(x) are as follows:

Uniform distribution (—#£4%3%0):

1

, b
f(x): h—a a<x<
0,

otherwise,

where —oco < a < b < 0.

X ~ U(a, b)

Exponential distribution (}§2(%3%5):

A, x>0
S =

0, otherwise,

where 4 > 0
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In order for f(x) to be a probability density function, f(x)

has to satisfy the following properties:

f(x) =0,

fmf(x)dx: 1.
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Normmal distribution (IE85%5):

J) =

1 2
— exp(—r‘_z(x ) ) —00 < X < 00

where —co <y < co and o > 0.
X ~ N(u,o0?)

N(0,1) = Standard normal distribution
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Gamma distribution (7> <%%):
A r—1 —Ax
—xle™™,
f(x) = r(r)

0, otherwise,

x>0

where 4 > 0 and r > 0.
Gamma dist. with r = 1 <= Exponential dist.
Gamma function: ['(q) = f B X ledx, a>0
I(a+1) = al(a) —> Usoe integration by parts (3 %557)

I'(n + 1) = n! for integer n
1 1-3-5---(2n—

Tn+=) =

(n+2) o

1 1 3
Vi =)= i
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Beta distribution (N\— % 93%0):

1
fy =1 Bab)

0, otherwise,

xa—l(l _ x)b—l’

O0<x<l1

where a > 0 and b > 0.
1
Beta function: B(q, b) = f X711 = x)Pdx
0

_ I(a)X'(b)
T T(a+b)

B(a,b) = B(b,a)
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Double exponentioal distribution (ZZE#5#743%5), or Laplace
distribution (Z 72 X9%0):

Flx) = % exp(- |x ,; al),

where —co < @ < co and 8 > 0.

—00 < X <o

Weibull distribution (71 7IL5%5):

abx"~" exp(—ax?), x>0
S = .
0, otherwise,

where a > 0 and b > 0.
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Gumbel distribution (4 > N)U %3 %), or Extreme value

distribution (FE{E57R):
F(x) = exp(—e *"0/F),

—00 < X < 00

where —co < @ < coand 5 > 0.
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Cauchy distribution (1——%3%):

1

T = T G=ar i)

—00 < X < 00

where —co < @ < coand 5 > 0.

Log-normal distribution I 1E#E5%0):

1
exp(—ﬁ(lnx —,u)z), 0<x<oo

2no?

fx) =

X
0, otherwise,

where —co < u < co and o > 0.
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Logistic distribution (A X 71V 7 9%0):
F(x) = (1+e @),

—00 < X < 00

where —co < @ < coand 5 > 0.

Pareto distribution (/\L-— F575):

6x§
f=q e T
0, otherwise,
where xo > 0 and 6 > 0.
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t distribution (¢ 9%):
ey q X2\ —(kt1)/2
f) = ———(1+=— , —00 < x < 00
ré) Vkﬂ'( k )
where k > 0.

X ~t(k) —> tdist. with k degrees of freedom (|5 H1[)
t(1) < Cauchy dist.
t(c0) &< N(0,1)
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F distribution (F 9%5):

(=) (m)m/z X2l
fx) =4 TG (1 + 2 xymemy2?

0, otherwise,

— x>0
n

where m,n=1,2,---.

X ~ F(m,n) —> F dist. with (m, n) degrees of freedom
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For a continuous random variable, note as follows:

P(X:x):fxf(t)dtzo.

In the case of discrete random variables, P(X = x;) represents
the probability which X takes x;, i.e., p; = f(x;).

Thus, the probability function f(x;) itself implies probability.
However, in the case of continuous random variables, P(a <
X < b) indicates the probability which X lies on the interval
(a,b).
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Chi-square distribution (771 —3&45%):

1
f(x) _ r(%)zk/z
0, otherwise,

K22, x>0

where k =1,2,---.
X ~x*k) —> x? dist. with k degrees of freedom
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