8. Theorem: When X;, X, -+, X, are mutually inde-
pendently and identically distributed and the moment-
generating function of X; is given by ¢(6) for all i,
the moment-generating function of X is represented by

(‘f’(g))n’ where X = (1/n) Y1, X;.
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Bernoulli Distribution: The probability function of Bernoulli

random variable X is:
f)=pa-p', x=0,1
The moment-generating function of X is:
¢(0) = pe’ +1-p

Mean: EX)=¢'(0)=p
Variance: V(X) = E(X?) — (E(X))? = ¢”(0) - p* = p(1 — p)
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given by:

¢'(0) = npe’(pe’ + 1 - p)"',

¢"(0) = npe’(pe’ + 1 — py"™" + n(n - Hp*e*(pe’ + 1 — py" 2.

Evaluating at 6 = 0, we have:
E(X) =¢'(0) =np, EX?) =¢"(0)=np+nn-1)p".

Therefore, V(X) = E(X?) — (E(X))2 = np(l — p) can be de-
rived. Thus, we can make sure that E(X) and V(X) are ob-
tained from ¢(6).
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Proof:

Let ¢(6) be the moment-generating function of X.
9x(6) = E("™) = B(er ¥ %) = [ [ E(er™)
i=1

-[1 o= (o).
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Binomial Distribution: For the binomial random variable,

the moment-generating function ¢(6) is known as:
¢(0) = (pe’ + 1~ p)’,

which is discussed in Example 1.5 (Section 3.1). Using the
moment-generating function, we check whether E(X) = np
and V(X) = np(1l — p) are obtained when X is a binomial
random variable.

The first- and the second-derivatives with respect to 6 are
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Poisson Distribution: The probability function of Poisson

random variable X is:

X

A
f(x):e_/lg, x:0,1,2,"’

The moment-generating function of X is:

TOEDY ee’”e"i—:

x=0

(o) 9 x
e’A

— 2 :e—/xee"/le—eu( )
x!

x=0

= exp(A(e’ - 1))
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Normal Distribution: When X ~ N(u, 0%), the moment-
generating function of X is given by: ¢(6) = exp(u6+ ;026%)
from the previous example.

Obtain E(X) and V(X), using ¢(6).

* E(X)=¢(0) =

from ¢'(6) = (u + %60) exp(ué + 1026%).

o E(X?) =¢"(0) = 0 +

from ¢”(6) = 0™ exp(u+30°6%)+(u+076)* exp(uf+3026%).
o V(X) = E(X?) — (E(X))* = (02 + p?) — pi* = 0
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Uniform Distribution: The density function is:

fx) = ! , a<x<b
b—-a

The moment-generating function is:

00 b
00 = [ oroone= [ toan
—eo a b-a

0% o _ o0
- [H(b _ a)L T 9b-a)
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(*) L'Hospital’s rule
For two continuous functions f(x) and g(x),

f(X) ~ lim S'(x) or lim f(x) ].mf’(X)’
Hw g(x)  xoe g/(x)’ =0 g(x) -0 g'(x)

L’Hospital’s rule is used when we have:

llm M = S or 9,

w0 g(x) o0 0
or

lim TS -2 or 0

x—0 g(x) - o0 0

197

Cauchy Distribution: Cauchy distribution: f(x) =

for —oo < x < oo.

X
E(X):fxf(x)dx:fmdx

1
= 5 llog(1 + )],
21
= ¢(#) does not exists.

t(k) distrubution = E(X*) does not exists.
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g(beﬁb _ ae[-)a) _ (89}7 _ e[-)a)
(b - a)

¢'(0) =
Mean:

E(X) = ¢'(0) «— Use L’Hospital’s rule.
_a+b
2

(*) () = 0(be” — ae®) — (" — '), g(6) = (b~ a)
£/0) = 02 — a?e™), g'(6) = 20(b - a)

f(H) f/(H) i 6(b*e” —a*e™) a+b
M@ MR g@ i 206-a 2
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Variance:  V(X) = E(X?) — (E(X))*

E(X?) = ¢"(0)
B 92(b2e€b _ a2e6'a) _ ze(beﬁb _ aeQa) + 2(8% _ e(-)a)
- (b - a)

£(0) = *(b*e® — a?e™) — 20(be® — ae’) + 2(e? — &™)
g0 =6 -a)

f'(9) — 92(b389b _ a3eéa)
g'(0) =36°(b — a)
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(1 + x?)



v fO) [0
TO= e TN e
B P B e® — aPe’) _ b* + ba + a*

=1 =
00 362(b—a) 3

V(X) = E(X) - (E(X))’

= ¢"(0) — (¢'(0))*> «— L Hospital’s rule
b +ba+a’ _(a+b)2 _(b-a)
B 3 27 12
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1. Mean: E(X) = ¢'(0)
A

¢'(0) = a=or

1
ECO = ¢'(0) = 5

2. Variance: V(X) = E(X?) — (E(X))*

2N — p 7" — A
E(X") = ¢"(0) ¢"(0) = 2—(/1_9)3
V(X) = E(X*) - (E(X))* = ¢"(0) - (¢'(0))’
2 1 1
Tre R
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Y
B (1 - 29)
Use integration by substitution by y = (1 — 26)x
dx
—=(1-20)"
a ( )

Use the y*(n) distribution in the integration.
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Exponential Distribution: The exponential distribution is:
fx)=ae", 0<x
The moment-generating function is:

6(6) = f " e fodx = f " e
- 0

o

A * A
=— f (A -0 dx = —
-0 J A-0
Use the exponential distribution with parameter A — 6 in the

integration.
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x* Distribution: The density function is:

J) =

n_q X
~ x2exp(—=), O<ux
20T(2) P(=3)

The moment-generating function is:

6(6) = f T f()dx

)

= 41 11
= 2 —2y)——d
fo 23r(§)(1—29) eXP( N T

1. Mean: E(X) = ¢'(0)
¢'(0) = (=5)(=2)(1 - 26)"%""
EX)=¢(0)=n
2. Variance: V(X) = E(X?) - (E(X))”
E(X?) = ¢"(0)
¢"(6) = (=5)(=5 - D(=2)*(1 = 20)>""
V(X) = B(X?) - (E(X))* = ¢”(0) — (¢'(0))’

=n(n+2)—n’=2n
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Sum of Bernoulli Random Variables: X, X5, ---, X, are
mutually independently and identically distributed as Bernoulli
random variable with parameter p.

Then, the probability function of ¥ = X; + X + --- + X, is
B(n, p).

Proof: The moment-generating function of X;, ¢;(), is:

¢ =pe” +1-p
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Sum of Two Normal Random Variables: X ~ N(uj, o-f)
and Y ~ N(u»,03). X is independent of Y.
Then, aX + bY ~ N(au, + bys, a*o} + b*03), where a are b

are constant.

Proof: Suppose tha the moment-generating functions of X
and Y are given by ¢,(6) and ¢,(6).
1
¢,(0) = exp(,ule + 50'%92)

1
¢y(0) = exp(pzﬁ + 50'592)
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Sum of Two y? Random Variables: X ~ y?(n) and ¥ ~
x*(m). X is independent of Y.
Then, Z =X + Y ~ y*(n + m)

Proof:

Let ¢.(0) and ¢,(#) be the moment-generating functions of X
and Y.

¢.(0) and ¢,(0) are given by:

T
<H

1 1
00 =(1=5)  6O©=(1=)"
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The moment-generating function of Y, ¢,(6), is:

¢y(9) — E(EQY) — E(eG(X1+X2+~-+Xn))
= B(e")E(e™) - E(e™) = ¢1(0)$2(6) - - $,(0)
= (¢®)" = (e’ + 1= py',
which is the moment-generating function of B(n, p).
Note:

In the third equality, X, X5, - - -, X, are mutually independent.
In the fifth equality, X;, X5, - - -, X, are identically distributed.
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The moment-generating function of W = aX + bY is:

$u(0) = E(™) = E("X*") = E(e"™)E(e"") = ¢,(ab)y(b0)
= exp(ul(QO) + %af(ae)z) X exp(,uz(be) + %o-%(b@)z)
= exp((a,ul + buy)o + %(azof + b20'§)92)

which is the moment-generating function of normal distribu-

tion with mean ayu; + by, and variance a*o* + b*o.

Therefore, aX + bY ~ N(au; + buo, a*o™ + b*03)
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The moment-generating function of Z = X + Y is:

¢.(6) = E(e™) = E(e"™*") = E(e™)E(e™) = ¢.(6)4,(6)

m ntm
2

= (+=55) (255) = (55)

which is the moment-generating function of y2(n + m) distri-

bution. Therefore, Z ~ y*(n + m).

Note:

In the third equality, X and Y are independent.
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5.2 Multivariate Cases

Bivariate Case: As discussed in Section 3.2, for two ran-
dom variables X and Y, the moment-generating function is
defined as ¢(6;,6,) = E(e?**%Y). Some useful and impor-

tant theorems and remarks are shown as follows.
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Taking the jth derivative of ¢(0;, 6,) with respect to 6,
and at the same time the kth derivative with respect to
6,, we have the following expression:
8}+k¢(91 6,) f f Xyt 911+92yf)cy(x’ y) dx dy.
06! 06%
Evaluating the above equation at (8, 6,) = (0,0), we
can easily obtain:

7 $(0,0)

2~ [ st axey =BT,
l 2 —00 —00
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1. Theorem: Consider two random variables X and Y.

Let ¢(6,, 6,) be the moment-generating function of X
and Y. Then, we have the following result:

7 $(0,0)

— = E(X’Y%).
96, 06"

Proof:

Let f,(x,y) be the probability density function of X

and Y. From the definition, ¢(8;, 6,) is written as:
#(8,,6,) = E(e"*+%Y) = f f MOV (x,y) dx dy.
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. Remark: Let (X;,Y;) be a pair of random variables.

Suppose that the moment-generating function of (X;, Y;)
is equivalent to that of (X5, ¥>). Then, (X, Y;) has the

same distribution function as (X5, Y>).
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