3. max logL(8;y,X)

0
olog L(6;y, X
(FOC) % -0
0% log L(6;y,X) . . . .
(S00) O%H(;H,y ) is a negative definite matrix.
We obtain MLE of 8 and o
B Xy, ot = QXX

n

where &7 is divided by n, not n — k.

4. Fisher’s information matrix is:

0% log L(6;y, X))

10 = ~E(— g
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9.3

The inverse of the information matrix, 1(6)~!, provides a lower bound of the

variance - covariance matrix for unbiased estimators of 9 .

XXt 0
167 = ( 20 )
n
B B\ (XX 0
For large n, we approximately obtain: ~N , 204 ||
? o? 0 —

n

MLE: The Case of Multiple Regression Model II

. Regression model: y=XB+u, u~ N(,0%Q)

Transformation of Variables from u to y:

1 _
fulw) = Qro?)y Q12 exp(—ZT._Zu'Q u)

100 = v = X8)| ay”'

0
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= (2no?) "0 exp(—%@ - XBYQ™' (v~ Xp))
g

= L(6;y, X),

where 6 = (8, o), because of a_u, =1,
y

The log-likelihood function is:
n 2 1 1 ry-1
log L(8; y, X) = =5 log(2n0) — - log|Q| - -—(y = XBY Q™ (v - Xp),
2 2 20
where 0 = (8, 0?).

2. max logL(6;y,X)

0
Olog L(6;y,X
(FoCc) 2222 RE) a(e » X _ g
0% log L(6; v, X) . ) . .
(SOC) 0%96(;6’)) ) is a negative definite matrix.
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Then, we obtain MLE of 3 and o:

o O=XBQ'o-XB)
o =

n

B=XxQ'x)y'xQly,

3. Fisher’s information matrix is defined as:

9% log L(6;y, X))

1) = K 9606/

The inverse of the information matrix, 7(6)~!, provides a lower bound of the
variance - covariance matrix for unbiased estimators of ¢, which is given by:

1) (o-z(X’Q‘IX)‘1 0)

20

n
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94 MLE: AR(1) Model

The pth-order Autoregressive Model, i.e., AR(p) Model (p XD H C.[AIFE 7 L):

V=11 V2t Gpyip ity

AR(1) Model: ¢=2,3,---,n,
Vi =@yt +u,  u ~NQO,0?)

where |¢;| < 1 is assumed for now.

To obtain the joint density function of y1, vz, -, Y, fOVns Vo1, -

as follows:
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f(yn’yn—l, e ,yl)
= f(ynlyn—la et ayl)f(yn—layn—Za e ayl)

= fOnlyn-15- s YOS On=1lyn=2, -, YOS On=2s Yn-3> - =, 1)

= fOulYn-t1s s YOS Onetlyn-2s s YOS On2s Y3, -5 ¥0) -+ fOaly) fr1)
= fo0 | [Fobr .
=2

Note that Bayes theorem is applied and repeated.
That is, P(A N B) = P(A|B)P(B) for two events A and B.

We say that the joint distribution (or the likelihood function) is represented in the

innovation form.
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From y, = ¢,y,-1 + u,, we can obtain:

E(ytb’t—l""’)’l):¢1)’z—1» and V(ytlyl‘—la”'ayl)zo-z'

Therefore, the conditional distribution f(y;[y,_1,- -+, y1) is:

1
FOulye—1, -+, 31) = 28 _F(yt - ¢1yz—1)2)-
o

2n0?
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To obtain the unconditional distribution f(y,), y, is rewritten as follows:

Vi =1y + uy
2
= GV + U + dru
1

= ¢71-yt—7' +u + Gty + -+ ‘ﬂ_ U741

=u; + dru,q + qﬁut_z +---, when 7 goes to infinity under the condition |¢;| < 1.
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The unconditional expectation and variance of y, is:
2

B =0. and Vo) =o*(+gi+ot+o) = T

Therefore, the unconditional distribution of y, is given by:

f(yt) = )yt

! exp (——1 2)
/(1 -gp) 2= eDT
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Finally, the joint distribution of yy, y,,-- -, y, is given by:

FOm Yty = fo0 | | f0ilyiers o)
=2

_ 1 _ 1 2)
2re? /(1 - ) exp( 20711 - )"
o1 1 5
X B e exp (—r‘_z()’t = d1Y-1) )

163



The log-likelihood function is:

1
10 L ) 2; nsYn—1s""">» =—=log2 g I- D=
g L(¢1, 075 Yn, Yn-1 i) > g2no” /(1 - ¢7) 20_2/(1_(]5%))’1

1 n
log2n0? - — Z(Yt — $1y1)
=2

n—1

202

1
= —glog27r— glogff2 + ilog(l )

1 n
—F(( V1= + Z(Yt - ¢1yt—1)2)
o =2
Maximize log L with respect to ¢, and 0.

Maximization Procedure:
e Newton-Raphson Method, or Method of Scoring
e Simple Grid Search (search maximization within the range —1 < ¢ < 1, chang-

ing the value of ¢, by 0.01)
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oL ) 2; ns Yn—1s"""> 1
(1,075 Yns Yn- y‘):O,weobtam:

Simple Grid Search: From

do?
= (1= g+ S 01 i)
=
= o (¢1)
Substituting o(¢;) into 02, log L(¢1, 025 Yp» V-1, - -, y1) is given by:
10g L(@1, 02 (B1); Yus Y15+ » V1) = —g log 27 — glogo-z(q)l) + %log(l —¢7) — g

which is a function of ¢;.
This likelihood function is called the concentrated log-likelihood function (5493

HILEBE)
Find a maximum value of log L(¢1, 0($1); Yu» Va1, - - > 1) for ¢; = =0.99, —0.98, ---, 0.99.
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Another representation of the joint distribution: Mean and variance of y = (yy, y,, - -

Remember that for |7] < 1 we have the following:

2 -1
Vi =@V H U+ Prugy + i + - P Ui

2
=u; + drug + ¢1ut—2 + o

Mean:
E(y;) = E(u; + ¢ruy + fﬁut—z + )
= E(uy) + ¢1E(ur-1) + $1E2) + -+
=0
Variance:

V() =V + iy + ¢l o+ )

= V() + ¢V ) + ¢ V(o) + -+
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Covariance:

¥(1) = Cov(ys, yi-r)
= EQyie) = B((@1yre + 1+ Gry + Gl o + - $7 tyer1)yie)
= $IE(,,) + E(yi—o) + $1Bu-1y,—) + $1E(u2yi—) + -+ 7 " BlUy—re1y,—r)
= $1E(L,)
= ¢77(0)

Note that E(i,y;) = 0 for t > s, because y, is a linear function of uy, u,_, --- and
E(uu,) = 0 for t > s.

Moreover, note that V(y,) = y(0).
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Thus,

Y1 0
SRR el B
Yn 0
Y1
Vo) = Ew) =E| |
) E(yy)—E[
Vn
¥(0) y(1)
y(1) y©0) ¥y

= y)  y(0)

yn=1) yn-2)
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(yl,yz,---,yn)]

y(D)

y(n—1)
y(n-2)

(1)
7(0)




¥(0) é1y(0)
¢1y(0) y(0)
= #1y(0)

$1y(0)

¢ 1y(0) ¢ 2y(0)

[
¢ L ¢
=¥(0) ¢ 1
¢111—1 ¢111—2
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¥(0)

b1

()
¢17*y(0)

$17(0)
¢o1y(0) (0




0_2

1-¢3

Thus, the joint distribution of y = (v, y2, -+, y,) 1S:

1 b1
b1 1
¢

ot @

b1

(o}

n—1

n-2
g

1

1
f) = n)™"AQ 2 exp(—iy’ﬂ”yx

which is the same as the innovation form.
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