X; is a random variable.

Consider the distribution of

19logL(®) _ 1 Z dlog f(X;; 0)

n 80  n& 90

dlog f(X;; 0)

‘We have to obtain mean and variance of 50

Suppose that X; is a continuous type of random variable.
f(x;; 0) denotes the density function.

Therefore, we have:
ff(x,;@)dxi =1

Taking the derivative with respect to 6 on both sides, we obtain:

_ (0fGi®) [ dlog fGxis®) o dlog f(X;;6)
0= f —— g dxi = f = F(xi: 6)dx; = E( o )
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Again, take the derivative with respect to 6 on both sides as follows:

dlog f(x;i;0) 0f(x;;60) dr

_ [ Plog f(xi0) .
_ [(Ploafi®) dlog f(x;:0) dlog f(x0) .
- f Wf(xi’e)dxi * f 90 00 (x5 0)dx;

& log f(X;; 9)') . E(a log f(X;;0) dlog f(X; 9))

=E
( 06000 06 00’

1.e.,
0 log f(X;;0)'\  _ dlog f(X;;0) dlog f(Xi;0)\ _  ,dlog f(X;;0)
_E( 9000 )_E( 90 o0’ )_V( 90

1 X;;
W is distributed with mean O and variance ;.

)=
Thus,

Note as follows:

_ o Plog L)y {00 log f(Xi:60)\ _ X
10 =B~ )=~ L0 )= 2>
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Using the central limit theorem (generalization) shown above, asymptotically we ob-

tain the following distribution:
1 c’)logL(Q) Z@logf(Xl,Q) L NO.3)
Vﬁ 69 V— b b

where ¥ = lim(ll(é))).

n—oo\n

Let § be the maximum likelihood estimator.

Note that the MLE 8 satisfies:
dlog L(B) _ Z dlog f(X;; 0)

=0.
00 - 00
dlog L(6 _
Linearizing %() around 6 = 6, we obtain:
1 dlog L@ 1 dlogL 1 *logL(#H) ~
o L dlogl® 1 ologl®) =1 Flogl®);

N R L N
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where the rest of terms (i.e., the second-order term, the third-order term, ...) are ig-

1 dlog L(6
nored, which implies that the distribution of _L Jlog L(®) is asymptotically equiva-

Vi 06
2
lent to that of LM(9 -
Vi 0606
1 0dlog L(6)

We have already known the distribution of —

vn 08
2 2
1 dlogL(®®) 1 & logL(6) G0 = (_10 log L(6)

N R 0600/

Note as follows:
1 6% log L(6) i
_ = 5 lim
n 06006 n—o0

0).

as follows:

) V(@ -6) — N(O,X).

lE(— 0% log L(6) ))

1
. g )| = im(~1®) = x.

n—oo

1 8%log L(6 ~ -
Thus, (—— %0,()) \/n(6—0) asymptotically has the same distribution as X v/n(6—
n
0).
Therefore,

V(EVn - 0) =IV(Vnl -0)r — X.
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Note that ¥ = ¥’. Thus, we have the asymptotic variance of /(8 — ) as follows:
V(Vn@-6) — z'zx =371

Finally, we obtain:

V(@ -6) — N©O,Z7.
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11 Consistency and Asymptotic Normality of OLSE

Regression model: y=XB+u, u~ (0,0°1,).

Consistency:
1. Let 3, = (X’X)"' X’y be the OLS with sample size n.

Consistency:  As n is large, 8, converges to .

2. Assume the stationarity condition for X, i.e.,
1 !
XX — M,,.
n

and no correlation between X and u, i.e.,

1
-X'u — 0.
n
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1 1
3. Note that —-X'X — M,, resultsin (=X'X)"' — M_.
n n
4. OLS is given by:
P, ryv\—1 vy’ 1 7 vy—1 1 ’
B,=B+X'X)" Xu=6+((-XX) (qu)'
n
Therefore,
Pr—B+Mix0=p

Thus, OLSE is a consistent estimator.

Asymptotic Normality:

1. Asymptotic Normality of OLSE

VB, —B) — N(0.0*M;!), whenn — oo.
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2. Central Limit Theorem: Greenberg and Webster (1983)

Z\, Z,, -+, Z, are mutually independent. Z; is distributed with mean u and

variance %, fori = 1,2,---,n.

Then, we have the following result:
! Zn:(z ) N(0,%)
— l - _) b b
Vg E

where

Z=JL%(%ZZI‘)~

Note that the distribution of Z; is not assumed.

3. Define Zl‘ = x;l/t,‘. Then, Zl‘ = V(Z,) = O'Z)C;Xi.
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4. ¥ is defined as:

1 © 1
Y = lim (— Z sz:x,] o? lim ( X’X) =c’M,,,
n—oo | n P n—oo \ N
where

X1

X2

Xy
5. Applying Central Limit Theorem (Greenberg and Webster (1983), we obtain

the following:
qul— u_>N(0 O-ZMxx)

On the other hand, from ,8,, =B+ (X’X)"' X'u, we can rewrite as:

Vi3 - B) = (%X’X)_l%)('u.
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v ((%X’X)_l LnXu) -E ((%X’X)_l %X'u((%X’X)_I %Xu))
_ (%X'X)_l(%X’E(W')X)(%X’X)_1
E S S
:0-2(7—1XX) (ZXX)(;XX)

2a7-1 -1 _  2as-1
— EMI MM =M.

Therefore,
V@B -p — NO,0*M,})
= Asymptotic normality (Wi IERRTE) of OLSE

The distribution of u; is not assumed.
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12 Instrumental Variable (2{EZHE)

12.1 Measurement Error GlIFEIRE)

Errors in Variables

1. True regression model:

y=XB+u

2. Observed variable:

X=X+V
V: is called the measurement error GRITEIRE or BAIERE).

3. For the elements which do not include measurement errors in X, the corre-

sponding elements in V are zeros.
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4. Regression using observed variable:
y=XB+u—-Vp)
OLS of B is:
B=XX)"Xy=p+XX) "X (u-Vp)
5. Assumptions:
(a) The measurement error in X is uncorrelated with X in the limit. i.e.,
. (g,
phm(—X V) =0.
n
Therefore, we obtain the following:
. 1 , . 1 YA Vs . 1 4
phm(—X X) = phm(—X X) + phm(—V V) =2+Q
n n n
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